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|  |
| --- |
| [**Feature detection**](http://en.wikipedia.org/wiki/Feature_detection_(computer_vision)) |
| [Corner.png](http://en.wikipedia.org/wiki/File:Corner.png)  Output of a typical corner detection algorithm |
| [**Edge detection**](http://en.wikipedia.org/wiki/Edge_detection) |
| * [Canny](http://en.wikipedia.org/wiki/Canny_edge_detector)      * [Canny–Deriche](http://en.wikipedia.org/wiki/Canny_edge_detector#Conclusion)      * [Differential](http://en.wikipedia.org/wiki/Edge_detection#Differential_edge_detection)      * [Sobel](http://en.wikipedia.org/wiki/Sobel_operator) * [Prewitt](http://en.wikipedia.org/wiki/Prewitt)      * [Roberts cross](http://en.wikipedia.org/wiki/Roberts_cross) |
| **Corner detection** |
| * [Harris operator](http://en.wikipedia.org/wiki/Corner_detection#The_Harris_.26_Stephens_.2F_Plessey_.2F_Shi.E2.80.93Tomasi_corner_detection_algorithm)      * [Shi and Tomasi](http://en.wikipedia.org/wiki/Corner_detection#The_Harris_.26_Stephens_.2F_Plessey_.2F_Shi.E2.80.93Tomasi_corner_detection_algorithm) * [Level curve curvature](http://en.wikipedia.org/wiki/Corner_detection#The_level_curve_curvature_approach)      * [SUSAN](http://en.wikipedia.org/wiki/Corner_detection#The_SUSAN_corner_detector)      * [FAST](http://en.wikipedia.org/wiki/Corner_detection#AST_based_feature_detectors) |
| [**Blob detection**](http://en.wikipedia.org/wiki/Blob_detection) |
| * [Laplacian of Gaussian (LoG)](http://en.wikipedia.org/wiki/Blob_detection#The_Laplacian_of_Gaussian) * [Difference of Gaussians (DoG)](http://en.wikipedia.org/wiki/Difference_of_Gaussians) * [Determinant of Hessian (DoH)](http://en.wikipedia.org/wiki/Blob_detection#The_determinant_of_the_Hessian) * [Maximally stable extremal regions](http://en.wikipedia.org/wiki/Maximally_stable_extremal_regions)      * [PCBR](http://en.wikipedia.org/wiki/Principal_Curvature-Based_Region_Detector) |
| [**Ridge detection**](http://en.wikipedia.org/wiki/Ridge_detection) |
| [**Hough transform**](http://en.wikipedia.org/wiki/Hough_transform) |
| [**Structure tensor**](http://en.wikipedia.org/wiki/Structure_tensor) |
| **Affine invariant feature detection** |
| * [Affine shape adaptation](http://en.wikipedia.org/wiki/Affine_shape_adaptation)      * [Harris affine](http://en.wikipedia.org/wiki/Harris_affine_region_detector) * [Hessian affine](http://en.wikipedia.org/wiki/Hessian_Affine_region_detector) |
| **Feature description** |
| * [SIFT](http://en.wikipedia.org/wiki/Scale-invariant_feature_transform)      * [SURF](http://en.wikipedia.org/wiki/SURF)      * [GLOH](http://en.wikipedia.org/wiki/GLOH)      * [HOG](http://en.wikipedia.org/wiki/Histogram_of_oriented_gradients) |
| [**Scale space**](http://en.wikipedia.org/wiki/Scale_space) |
| * [Scale-space axioms](http://en.wikipedia.org/wiki/Scale-space_axioms)      * [Implementation details](http://en.wikipedia.org/wiki/Scale_space_implementation) * [Pyramids](http://en.wikipedia.org/wiki/Pyramid_(image_processing)) |
| * [v](http://en.wikipedia.org/wiki/Template:Feature_detection_(computer_vision)_navbox)      * [t](http://en.wikipedia.org/wiki/Template_talk:Feature_detection_(computer_vision)_navbox)      * [e](http://en.wikipedia.org/w/index.php?title=Template:Feature_detection_(computer_vision)_navbox&action=edit) |

**Corner detection** is an approach used within [computer vision](http://en.wikipedia.org/wiki/Computer_vision) systems to extract certain kinds of [features](http://en.wikipedia.org/wiki/Feature_detection) and infer the contents of an image. Corner detection is frequently used in [motion detection](http://en.wikipedia.org/wiki/Motion_detection), [image registration](http://en.wikipedia.org/wiki/Image_registration), [video tracking](http://en.wikipedia.org/wiki/Video_tracking), [image mosaicing](http://en.wikipedia.org/wiki/Photographic_mosaic), [panorama stitching](http://en.wikipedia.org/wiki/Panorama_stitching), [3D modelling](http://en.wikipedia.org/wiki/3D_modelling) and [object recognition](http://en.wikipedia.org/wiki/Object_recognition). Corner detection overlaps with the topic of [**interest point detection**](http://en.wikipedia.org/wiki/Interest_point_detection).
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Formalization[[edit](http://en.wikipedia.org/w/index.php?title=Corner_detection&action=edit&section=1" \o "Edit section: Formalization)]

A corner can be defined as the intersection of two edges. A corner can also be defined as a point for which there are two dominant and different edge directions in a local neighborhood of the point.

An interest point is a point in an image which has a well-defined position and can be robustly detected. This means that an interest point can be a corner but it can also be, for example, an isolated point of local intensity maximum or minimum, line endings, or a point on a curve where the curvature is locally maximal.

In practice, most so-called corner detection methods detect interest points in general, rather than corners in particular.[[*citation needed*](http://en.wikipedia.org/wiki/Wikipedia:Citation_needed)] As a consequence, if only corners are to be detected it is necessary to do a local analysis of detected interest points to determine which of these are real corners. Examples of edge detection that can be used with post-processing to detect corners are the [Kirsch operator](http://en.wikipedia.org/wiki/Kirsch_operator) and the Frei-Chen masking set.[[1]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-1)

"Corner", "interest point" and "feature" are used interchangeably in literature, confusing the issue. Specifically, there are several [blob detectors](http://en.wikipedia.org/wiki/Blob_detection) that can be referred to as "interest point operators", but which are sometimes erroneously referred to as "corner detectors". Moreover, there exists a notion of [ridge detection](http://en.wikipedia.org/wiki/Ridge_detection) to capture the presence of elongated objects.

Corner detectors are not usually very robust and often require expert supervision or large redundancies introduced to prevent the effect of individual errors from dominating the recognition task.

One determination of the quality of a corner detector is its ability to detect the same corner in multiple similar images, under conditions of different lighting, translation, rotation and other transforms.

A simple approach to corner detection in images is using [correlation](http://en.wikipedia.org/wiki/Correlation), but this gets very computationally expensive and suboptimal. An alternative approach used frequently is based on a method proposed by Harris and Stephens (below), which in turn is an improvement of a method by Moravec.

The Moravec corner detection algorithm[[edit](http://en.wikipedia.org/w/index.php?title=Corner_detection&action=edit&section=2" \o "Edit section: The Moravec corner detection algorithm)]

This is one of the earliest corner detection algorithms and defines a corner to be a point with low self-similarity.[[2]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-moravec-2) The algorithm tests each pixel in the image to see if a corner is present, by considering how similar a patch centered on the pixel is to nearby, largely overlapping patches. The similarity is measured by taking the sum of squared differences (SSD) between the two patches. A lower number indicates more similarity.

If the pixel is in a region of uniform intensity, then the nearby patches will look similar. If the pixel is on an edge, then nearby patches in a direction perpendicular to the edge will look quite different, but nearby patches in a direction parallel to the edge will result only in a small change. If the pixel is on a feature with variation in all directions, then none of the nearby patches will look similar.

The corner strength is defined as the smallest SSD between the patch and its neighbors (horizontal, vertical and on the two diagonals). If this number is locally maximal, then a feature of interest is present.

As pointed out by Moravec, one of the main problems with this operator is that it is not [isotropic](http://en.wikipedia.org/wiki/Isotropic): if an edge is present that is not in the direction of the neighbours, then the smallest SSD will be large and the edge will be incorrectly chosen as an interest point.

The Harris & Stephens / Plessey / Shi–Tomasi corner detection algorithm[[edit](http://en.wikipedia.org/w/index.php?title=Corner_detection&action=edit&section=3" \o "Edit section: The Harris & Stephens / Plessey / Shi–Tomasi corner detection algorithm)]

Harris and Stephens[[3]](http://en.wikipedia.org/wiki/Corner_detection" \l "cite_note-harris-3) improved upon Moravec's corner detector by considering the differential of the corner score with respect to direction directly, instead of using shifted patches. (This corner score is often referred to as [autocorrelation](http://en.wikipedia.org/wiki/Autocorrelation), since the term is used in the paper in which this detector is described. However, the mathematics in the paper clearly indicate that the sum of squared differences is used.)

Without loss of generality, we will assume a grayscale 2-dimensional image is used. Let this image be given by ![I](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAOBAMAAADkjZCYAAAAMFBMVEX///8WFhZ0dHTMzMxAQEAMDAzm5uZiYmKKioq2traenp4wMDAEBAQiIiJQUFAAAAAqWfMlAAAAAXRSTlMAQObYZgAAAENJREFUCB1jYGB4+2cXAwMD5w8gwcD+DUTyBoBIfgcQOb8BRNYngMitIILhNIhg/gQimT6DSO4DIJJnA5BIkT9twAAAZAkNu93DaxIAAAAASUVORK5CYII=). Consider taking an image patch over the area ![(u, v)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACsAAAAVBAMAAAAtAwouAAAAMFBMVEX///9QUFCenp4MDAzm5uYEBAQiIiJAQEB0dHQWFha2trYwMDCKiorMzMxiYmIAAACOV7ETAAAAAXRSTlMAQObYZgAAAP5JREFUGBl1zzFKxEAUxvF/sskmazKbHGFrbba0klRWXkDYKyjBRsuAWy0I6w3mBoqNstV4AEFsFzSFhSKChe2Cb4adJsFXzPveb8I8Av/Vd/diYSE3Xc4qkXVXUbdCqx5zJ7Ts8x6kdZ8LGBp4XZG0SKkvnU5hNGGkoTynMJaDpA5/IWuIK0J9wE1leXfQ2F1BibyD2nBpFd4qWhjXFJW0JfcW4RMax/GzrCiZOeWaXOakZaAhNmpz5HzGWHpm7FaGTfAzj/YFTrmSUz61v6Me3i9MdCyw/tCWIZpKd5X6wKOkMz/lPnAi6dBPLz7syLuE7XY0207mwpMffZ/DH1etM5bMf/55AAAAAElFTkSuQmCC) and shifting it by ![(x, y)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACsAAAAVBAMAAAAtAwouAAAAMFBMVEX///9QUFCenp4MDAzm5uYEBAQiIiJAQEB0dHQWFha2trYwMDCKiorMzMxiYmIAAACOV7ETAAAAAXRSTlMAQObYZgAAAQ5JREFUGBl1z71KxEAUhuE32exPNpufwguw1mZLy1Ri4Q0I1nbCYJXSIpWFrJWNRcBKLBTtrOIFCMHWwtgpoohYiYLfhNUiwQNzhvPMzDkM/Bcv7YM9C5OyzUEquWsr4bnoqsNciGZdXoaR6XIMgxLCffNo+xE+F2TgL+IXsMbW+odlZ2j4gmCXfgo1B1SWl3r1WOdOgvqQ8m5RcV9FU4gMcarKfbOmeGJgGu7b186sQdQsLmFY0yug8o2nSrHJWaqRpZ3qfp8kEd6K+IhLZV3Vd8Isz3K8DcHp66Fl8Kbamxg1+VP5WmunqZQm+nIS2eHbWqu/fKtfV8cpjI3Irede6sHDgoqggZs5/205/AA3WjlbZ+vGiQAAAABJRU5ErkJggg==). The weighted *sum of squared differences* (SSD) between these two patches, denoted ![S](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAOBAMAAADpk+DfAAAAMFBMVEX///8EBAR0dHQwMDC2trYWFhaKiooMDAwiIiLMzMxiYmLm5uaenp5AQEBQUFAAAACpiLHeAAAAAXRSTlMAQObYZgAAAGBJREFUCB0VxSEOglAAANBXdBM2i0cwmNwsdAqZYKRwCu/gZjBbvQNjJo4AVeEKJJoBPq887Mf+w+4uurF58ifDhVOoJH+EieZDul510xpXtqE3r9CXI3FB0qhT2vPwYwFkgRJ+0O6G1QAAAABJRU5ErkJggg==), is given by:

![
S(x,y) = \sum_u \sum_v w(u,v) \, \left( I(u+x,v+y) - I(u,v)\right)^2
](data:image/png;base64,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)

![I(u+x,v+y)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHsAAAAVBAMAAACUF4xmAAAAMFBMVEX///8WFhaenp50dHTMzMwwMDAMDAzm5uZiYmK2traKiopAQEAEBAQiIiJQUFAAAACg0mTPAAAAAXRSTlMAQObYZgAAAfpJREFUOBGVkzFMFEEUhv/l9nK7d3t3XIcWZAs6C7ESgsUSgi2rRwyhuoLG2GwstLAZJEqH11gaLqGhvNCYWKnRxJJaY8DC0kCQSEIs/N/Mzt1OzhCYZO699/3vz7yZywL5ymxy+ViwNJLL22znrE5+/X0HPLfsCrGmjw/PAT+9gs22VrQpOAPqiWUSC5cq4hFpT0i9A8xLMlj7g2wkcaQ3Ijf7wJbT5/Q4ChwpEm27B3zl9V/EWDG9eU8483Yj1WThPu44EkFZoR4TvsqAT0DQSMFHlJXbF/C9dKqB+omb7BpKBM0eaorkATdfb8pTIYOs3K4wia7UY8kE6pJYScB2hsYhyWfuYz73UhJ0mHLl9gwnpq74ZwhMaiQBLzlwn3f+TYF2/ECZJe61Wh9aLd02JlhWY1zbhxLBN2PX15OpJxD1Mt2tvcZlgKcwpRU7GAHfSYYvv6fwkPsjlp5OMw6G73qHFQOiGEor1h7F8k41qlFKYZX7Oo6qmW7a17/V07sqgP+FhTddTTSzdq9X7hB38ezgEZU5iq9nFjeKPX77dnsT/h8yf8V8XYPBwvZ6nyebduCJTXQ0p+eo9H+pGQM3rFTr2kxiWiyqxcJKk7hFvGwl8+3ZyomPnSovrvlrQMj587Vjk5GoRgjB7lbG/2yolJzph/yibBP4B2hXbXfE2kl1AAAAAElFTkSuQmCC) can be approximated by a [Taylor expansion](http://en.wikipedia.org/wiki/Taylor_series). Let ![ I_x](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAARBAMAAADJQ1rJAAAAMFBMVEX///8WFhZ0dHTMzMxAQEAMDAzm5uZiYmKKioq2traenp4wMDAEBAQiIiJQUFAAAAAqWfMlAAAAAXRSTlMAQObYZgAAAGFJREFUCB1jYGB4+2cXAwRw/oAyGNi/wVi8ATAWvwOMNb8BxqpPgLG2whgMp2Es5k8wFtNnGIv7AAPDco9qAwYGng0MDAqN3AkMKfKngdx3MBUMUlAWV9k3dgiT67l6GQMAcf0UdIRrm+wAAAAASUVORK5CYII=) and ![ I_y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAUBAMAAAB2TKBEAAAAMFBMVEX///8WFhZ0dHTMzMxAQEAMDAzm5uZiYmKKioq2traenp4wMDAEBAQiIiJQUFAAAAAqWfMlAAAAAXRSTlMAQObYZgAAAG5JREFUCB1jYGB4+2cXAxhw/oDQDOzfoAzeACiD3wHKmN8AZdQnQBlboTTDaSiD+ROUwfQZyuA+wMBQYpDIwMCzgYEju6GXIUX+tAEDT4I7RH4tQySEocL8AcLI1haAMCawFIAZbB9MEyAiSm4MAPncFq0Zur7JAAAAAElFTkSuQmCC) be the [partial derivatives](http://en.wikipedia.org/wiki/Partial_derivatives) of ![ I](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAOBAMAAADkjZCYAAAAMFBMVEX///8WFhZ0dHTMzMxAQEAMDAzm5uZiYmKKioq2traenp4wMDAEBAQiIiJQUFAAAAAqWfMlAAAAAXRSTlMAQObYZgAAAENJREFUCB1jYGB4+2cXAwMD5w8gwcD+DUTyBoBIfgcQOb8BRNYngMitIILhNIhg/gQimT6DSO4DIJJnA5BIkT9twAAAZAkNu93DaxIAAAAASUVORK5CYII=), such that

![
I(u+x,v+y) \approx I(u,v) + I_x(u,v)x+I_y(u,v)y
](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAZEAAAAWBAMAAADzzbywAAAAMFBMVEX///8WFhaenp50dHTMzMwwMDAMDAzm5uZiYmK2traKiopAQEAEBAQiIiJQUFAAAACg0mTPAAAAAXRSTlMAQObYZgAABSFJREFUWAnNVk2IHEUU/mamJz3/u4OXjWjoQw6CYEYkZGUFW+KKB2Fm3SCb6GHAiIqHNIao4CFjVpNAJA6IIKikxYABFQcVokFhDAZEDw4SPCiSDehRXXTJgnrwvXpV3dU/E/ZowXRVfd/3vveqq2pmAN0CM9h6PzUkTaTnVoo05Vpc3jDDpw3Q8vPiro/dOYXOeE0TIpu2NJxiquFf0rTt/du/F4BjacUW5vXM+0C+V0bYuvJtqBJk057PTWwCKl6atr2rfwNOL63YwtzNBuV7ZYVnQuWfk/ZIfmIdsJhhbe/KJtD0bUnmMMZkgvooxvUo66UII4w28RUZJdMqad3TVqpLB1y2SRkbb5o1+8A9CUUzMUtMEtRbCYonWS8lMcKJCfhBBsm0CqtGGp5GEwlwZiXOfhpvwmZGwGmbQ6LcBJOkGoqrLu2nvqTGWS8Fi9Aq7B8Fp9IKNpZOntFKJKCyZpMyNt404yP4I12VlzysCKlXUp0/v9pTyN4HcVeCIqA8QNNj8M1jL5PqdcVnvCRShPFK+DpxS6R1dnulMfA98Oqp53YrPtoTHdAMgftVaqYjb6kG4DP7FVBp9aAT6JXsxc+lDeU4+BW7SEVNUwTMhKgPGNoHfB5WD/Iw6yWRIoxXwteJWyItFVAk/FM4nebkbl8JJupJxUlAg1BJzXjkbaCHCCThzsKgqhOYcrEDQw4p+nNmCUIxcCZAa43ZEQkOfRfyEGkvHSnCeCXlvlIn01IBvAe/o4LCWlUEZiU6YCaATk105B1BlwhdB4KuX+nTkJpeSYA/Ze46m2SvmlAMHKc3RYugQPo4Q8Ui7aUjRRivpNET+bqdNugGGACn4GLGEz46XTpgBnCdDU5NLfLW1cD5i1CyxFWUR9SV2+2b2u2baYQiw9xas2olMUXAT2YltUOPkkStNO1lItVKltrtL9vtCft1O/xMpKXZVTowvBJgF32AbACthGt5WNG6KvKWaqCuAh+rOTTCQGn0nrBCANr3nRKtKQLoTsmhefvsB08CtzCf9ZLI9OnSt4BPl5V2DkWfTxevSf9uqXUToAPodIEcvxE28pZqUB6TkkrBRXSf7VAfna5hYc0VoOHx2+KmV9Lw+E7VFdsD3j9w2+PMZr0kUoTx6XqE9nth/nIq7UW1sR+jSvfzMNslAir73f62IdDwnE1hI2+pBg2qBAfocyP+qAUcrsutbdw3qMD5moBCp+YzYSgUQr6DBTIGOnRkjz+mIpNeDwxMpAjjwi4Bh4uz++K0LMUNOEvP7fjw3ifMi5sQwI0C9lyoTcohOYat9Xetqshbqnn+ylM+sEDq1+YXV6mjJi/eWd6zfALONQKcFfOXU+9JdfmFEb0epY4fKa9u30QaoRTmfnHtEzmaUVqWYnF1SM8xFu84Mh/QiJoVEIzrg9IIqC6/uNKxqiJvqUYinpFOP3W5MivlU/z1cmuCMpPYq2MgI5TCBC14AXKkRSo2blZAcbJt6PYNFVelvKMvO9SHRsJ92Z7U7ImhduB2guk3MafFXqFhjbBnAODcUTpBOdKyH2sAK6C0dhT4zJBxVeQt1QjlWiFGrPunU3M13e4cpE0d5VGIvFxP83nC906e9HOkeCPXk0B3eQmI/vNHVbG3qsbEvWMGmX6QQQg4dzpIbZ2lMl4VgyX22ICqz0jtXUgoUaT/Mah1NDgwJHuragxQGprR1vsTU6QZr2lC+gFKp63QG8pvXZe/6M03T6SZ7h1J/m+D1oJ/3ZL+A4ItWS1bfXI0AAAAAElFTkSuQmCC)

This produces the approximation

![
S(x,y) \approx \sum_u \sum_v w(u,v) \, \left( I_x(u,v)x + I_y(u,v)y \right)^2,
](data:image/png;base64,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)

which can be written in matrix form:

![
S(x,y) \approx \begin{pmatrix} x & y \end{pmatrix} A \begin{pmatrix} x \\ y \end{pmatrix},
](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAMcAAAAwBAMAAABXvHNUAAAAMFBMVEX///8EBAS2trYwMDAWFhaKiooMDAx0dHQiIiLMzMxiYmKenp5AQEBQUFDm5uYAAACYM7aKAAAAAXRSTlMAQObYZgAABKtJREFUWAm1V12IG1UUPjvJZDL5mQ3tkwo6RcEXIam0LurLovhgsTbCgj8vGyyLtVgbqSgspY2ioqgQqbQoaKaoVWyr8VGhdIqgqNttwOKbOlKsS1E2CiL1Z/U79869M5OkijBzYM75zk++c+feO3cmROmL7QvOH9NnjjFeEwjH7MRiaUPnwZDxjbSZY3z5ZugUvVg0Zfix4nPWKZS6Na7UlI9plDbIe5qx0NYwZTAfaEKzpmHKYBf4jMXltxuwl6fMrejKF4EO0bMW269UNGWbmwWhR1vJhe31oTKQaQ+kAf0hqAu+MP9PWcGEei8Rm3fZLQ9FsDq68oEIR8qJoEZvaRQDJ2KY6IzwqrO4G/T6JZGjajfpk+WOBPCbxlgIgUozHt3BjpsfOG1Y53eV+un0FxeIjipX22WNFCiMDkQknFaYf5LtX7jMiwe9kgiuF5rIfo6sBbLHB3kuLIjMngjG0WnpmLzYxq9Q9sy+mfdE8BmZIh7eGhXHB1nphxXaLGiUABukV/kN1kquglwhojmkGvRy4mfCMTojMXs4EgjdKTmafTxT1bVEzfvh2I8g2qTjiZx0amyMTddDWwxLLdbjUhxwzHb/hM4NE/n5vnTrTEJP47r22AU564duppxH9DwnNhw97BO9xjDXiE4l9nF8iELsV0iZeGMVa4y1nGxKWP17PdpdhqG0i539XQ56X9I0sp8zvpHok6Z9O8P8IDqV2FeFVo2xS09B51uMtdTbIfz+FLYFprIEFoNj5e4WqgdEX7Pjw999FVoSTXnRqcS+KjSH7HRpI3ShxVhL3dPwViLUOTTdFyHHXiNeqWPsBbhsF4pous2uPJVEICw0ebGtpaVtMIVZkVGq5wlkQr8jmhCdDHOY5BcARRNz9wOA4tHiJupUkpWysMxNXifaH1yqyasowLxwHZ3F3bDkPeJnSkzX3L333E/0EYd5ugi8AYwUWSimC5Mw715quvai/GEiEBl4CfwgfjzVN7jpp+x0iO7afAIVIBhEpxL7aCsKeeF5QupolG9xXEu48Jv6tILkZgzklZ3k0UseKpu5FupuwUVtLNaR7QHDoh87lTgQFuLmxB7voXbCFgajv3fpM5Tjhg48fm4xoF4L9zTzpo9YDVdcQBadSiIhC3M+Hfi5SdVtD018GJlRynkFeOjYSH0ssa9jEpSHIwG4XFhoRvFJx0pbpSuuQvjFVnoUXq6rQsquU0BZWbgaKB87mb8fIvmWoR6D0wgzTh+LYfM383VhJDJiu0WuKox/WIujPip5ApAZQ7k7tPxE3Hc8gFZtwwTMdxGUSBbyiJTId6G9p083cWgHLvGMybzlSqt1KdBQActTKG6tQdzbzk6p2hBPWvT6jZf8B8ZpOS4ridAp9j7Me+JJK8fOoETVvzmVYEJ2ORGb78INekGpBVsdJnKpOattpjrLTy4e1gY76Uuxw5xbxAuJVpvpN2BGce7TFeKFRIez6UG0k4lvoxvY7GKVhTzCpFcv3gEtXjRZ9KDwPxxvXv4oyEbKNWa3ZsH+QTYdmPVFNHEPdoEWsmty3iXz3W/AX/Gza2KIdzX457LrocmNO7NsYjYE+0qgmvwD6A0UkNmRHRoAAAAASUVORK5CYII=)

where *A* is the [structure tensor](http://en.wikipedia.org/wiki/Structure_tensor),

![
A = \sum_u \sum_v w(u,v) 
\begin{bmatrix}
I_x^2 & I_x I_y \\
I_x I_y & I_y^2 
\end{bmatrix}
=
\begin{bmatrix}
\langle I_x^2 \rangle & \langle I_x I_y \rangle\\
\langle I_x I_y \rangle & \langle I_y^2 \rangle
\end{bmatrix}
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This matrix is a Harris matrix, and angle brackets denote averaging (i.e. summation over ![(u,v)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACsAAAAVBAMAAAAtAwouAAAAMFBMVEX///9QUFCenp4MDAzm5uYEBAQiIiJAQEB0dHQWFha2trYwMDCKiorMzMxiYmIAAACOV7ETAAAAAXRSTlMAQObYZgAAAP5JREFUGBl1zzFKxEAUxvF/sskmazKbHGFrbba0klRWXkDYKyjBRsuAWy0I6w3mBoqNstV4AEFsFzSFhSKChe2Cb4adJsFXzPveb8I8Av/Vd/diYSE3Xc4qkXVXUbdCqx5zJ7Ts8x6kdZ8LGBp4XZG0SKkvnU5hNGGkoTynMJaDpA5/IWuIK0J9wE1leXfQ2F1BibyD2nBpFd4qWhjXFJW0JfcW4RMax/GzrCiZOeWaXOakZaAhNmpz5HzGWHpm7FaGTfAzj/YFTrmSUz61v6Me3i9MdCyw/tCWIZpKd5X6wKOkMz/lPnAi6dBPLz7syLuE7XY0207mwpMffZ/DH1etM5bMf/55AAAAAElFTkSuQmCC)). If a circular window (or circularly weighted window, such as a [Gaussian](http://en.wikipedia.org/wiki/Gaussian_function)) is used, then the response will be isotropic.

A corner (or in general an interest point) is characterized by a large variation of ![ S ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAOBAMAAADpk+DfAAAAMFBMVEX///8EBAR0dHQwMDC2trYWFhaKiooMDAwiIiLMzMxiYmLm5uaenp5AQEBQUFAAAACpiLHeAAAAAXRSTlMAQObYZgAAAGBJREFUCB0VxSEOglAAANBXdBM2i0cwmNwsdAqZYKRwCu/gZjBbvQNjJo4AVeEKJJoBPq887Mf+w+4uurF58ifDhVOoJH+EieZDul510xpXtqE3r9CXI3FB0qhT2vPwYwFkgRJ+0O6G1QAAAABJRU5ErkJggg==) in all directions of the vector ![ \begin{pmatrix} x & y \end{pmatrix} ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADQAAAAZBAMAAACMZBAwAAAAMFBMVEX///+2trZAQEAiIiIEBARQUFAWFhbMzMwMDAwwMDCenp6KiopiYmLm5uZ0dHQAAAAvZALAAAAAAXRSTlMAQObYZgAAAR9JREFUKBV1kT1Lw1AUQE9tk9o2iRlcnOzi2EX/QGdxyNRNKIJTOzh2sl3EtaOClC4iTvYnZFRQCfgD7Cqk0K2gRLwvJS+QPt907zn3iwRYYHihYs7MYLhX8NFk2FIN10bljsAbGxUHsG1cBbswNDdRmfL8jyoH3Ioqxa13vbL6NeUOrC7noi458lZZt2ON+ZHz2pwICqXAz9SDHZYSaCz5FRTxnQlJhpEzEpWkivoyV3QoN6GepAPVzkjLPjuzdOCVIN8O3LlWx+xLnZxxKAWrQehoQ48bSWRQB6qTxeQtV3vxmSS1Jk8505G6V75txddkHdiB15XoM8IKisofXAh6AbddUI3XU0XUH44Lap16alhNtW+8j5S0NrgAI9SFf57bPZGPxx+XAAAAAElFTkSuQmCC). By analyzing the eigenvalues of ![ A ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAOBAMAAAACpFvcAAAALVBMVEX///8EBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAABp/7dJAAAAAXRSTlMAQObYZgAAAFhJREFUCB1jYACBO2CSgYH7FZTB+QLKaH8GYbAeeAlhcDH4QhgHGC5DGAEMimAGx8yZdmBGOANDXwGItYCBYd8BIM0NxOuAHIaTQBzXwMAQ+24DA5udJAMA4FASfF+qg+0AAAAASUVORK5CYII=), this characterization can be expressed in the following way: ![ A ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAOBAMAAAACpFvcAAAALVBMVEX///8EBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAABp/7dJAAAAAXRSTlMAQObYZgAAAFhJREFUCB1jYACBO2CSgYH7FZTB+QLKaH8GYbAeeAlhcDH4QhgHGC5DGAEMimAGx8yZdmBGOANDXwGItYCBYd8BIM0NxOuAHIaTQBzXwMAQ+24DA5udJAMA4FASfF+qg+0AAAAASUVORK5CYII=) should have two "large" eigenvalues for an interest point. Based on the magnitudes of the eigenvalues, the following inferences can be made based on this argument:

1. If ![\lambda_1 \approx 0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADYAAAASBAMAAADiVjDOAAAAMFBMVEX///+Kiorm5uYwMDAWFhZ0dHRAQEAMDAxQUFAEBATMzMyenp5iYmIiIiK2trYAAAAZ5zqqAAAAAXRSTlMAQObYZgAAAPJJREFUGBljYHh7gAEL4Mo5ARTl/oVFikFdgfECUHwGNrlmBobZQPFObHI1DAzXgOLvH8AlHzuD2AFA/JGBwQRIsScACTDgm7NnGgMDVwMQA+UygWIcEyAyDAzMCxjYChmWLEDIsf6GybEBGdt/ArXA9e1xBusAijCBFK0DEVAzuQ3OMzCeXAASYRD/DnLHASD+CnbLFgZ9AQbOBUA+A6PjwusPGLgPAJlAP7gxcBcxsBhA5XiB0pOl2xWAcmC/73zAwPoJKscKFNQpNwKSDOoLgGFWCGTMgcqBBKGAKxUU1mAAsQ/GQ6XxyHGfT0RVS5AHADRkOc4ZikH0AAAAAElFTkSuQmCC) and ![\lambda_2 \approx 0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADYAAAARBAMAAABkwkJgAAAAMFBMVEX///+Kiorm5uYwMDAWFhZ0dHRAQEAMDAxQUFAEBATMzMyenp5iYmIiIiK2trYAAAAZ5zqqAAAAAXRSTlMAQObYZgAAAQBJREFUGBljYHh7gAEL4Mo5ARTl/oVFikFdgfECUHwGNrlmBobZQPFObHI1DAzXgOLvH8AlHzuD2AFA/JGBwQRIsScACTDgm7NnGgMDVwMQA+UygWIcEyAyDAzMCxjYChmWLEDIsf6GybEBGdt/ArXA9e1xZuA+cw8kzwQi1oEIqJncBucZdBjeK4CExL+D3HEAiL+C3bKFQV9gPwP/BqAAo+PC6w8YuEFyQD+4MXAXMbAY8DHoLwAK8AKlJ0u3KwCZYL/vfMDA+omBoQ3IZ2AFYp1yIxBTfQEwzAqBjDkMjAkgASTAlQoKazDYw6AAZWFQfIcUH2AIQgXW//+PRQoAsrA+HNYIQsUAAAAASUVORK5CYII=) then this pixel ![(x,y)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACsAAAAVBAMAAAAtAwouAAAAMFBMVEX///9QUFCenp4MDAzm5uYEBAQiIiJAQEB0dHQWFha2trYwMDCKiorMzMxiYmIAAACOV7ETAAAAAXRSTlMAQObYZgAAAQ5JREFUGBl1z71KxEAUhuE32exPNpufwguw1mZLy1Ri4Q0I1nbCYJXSIpWFrJWNRcBKLBTtrOIFCMHWwtgpoohYiYLfhNUiwQNzhvPMzDkM/Bcv7YM9C5OyzUEquWsr4bnoqsNciGZdXoaR6XIMgxLCffNo+xE+F2TgL+IXsMbW+odlZ2j4gmCXfgo1B1SWl3r1WOdOgvqQ8m5RcV9FU4gMcarKfbOmeGJgGu7b186sQdQsLmFY0yug8o2nSrHJWaqRpZ3qfp8kEd6K+IhLZV3Vd8Isz3K8DcHp66Fl8Kbamxg1+VP5WmunqZQm+nIS2eHbWqu/fKtfV8cpjI3Irede6sHDgoqggZs5/205/AA3WjlbZ+vGiQAAAABJRU5ErkJggg==) has no features of interest.
2. If ![\lambda_1 \approx 0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADYAAAASBAMAAADiVjDOAAAAMFBMVEX///+Kiorm5uYwMDAWFhZ0dHRAQEAMDAxQUFAEBATMzMyenp5iYmIiIiK2trYAAAAZ5zqqAAAAAXRSTlMAQObYZgAAAPJJREFUGBljYHh7gAEL4Mo5ARTl/oVFikFdgfECUHwGNrlmBobZQPFObHI1DAzXgOLvH8AlHzuD2AFA/JGBwQRIsScACTDgm7NnGgMDVwMQA+UygWIcEyAyDAzMCxjYChmWLEDIsf6GybEBGdt/ArXA9e1xBusAijCBFK0DEVAzuQ3OMzCeXAASYRD/DnLHASD+CnbLFgZ9AQbOBUA+A6PjwusPGLgPAJlAP7gxcBcxsBhA5XiB0pOl2xWAcmC/73zAwPoJKscKFNQpNwKSDOoLgGFWCGTMgcqBBKGAKxUU1mAAsQ/GQ6XxyHGfT0RVS5AHADRkOc4ZikH0AAAAAElFTkSuQmCC) and ![\lambda_2](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAARBAMAAADJQ1rJAAAAMFBMVEX///+Kiorm5uYwMDAWFhZiYmIMDAy2trZAQEBQUFAEBASenp50dHQiIiLMzMwAAAC49DBwAAAAAXRSTlMAQObYZgAAAHBJREFUCB1jYHh7gAEKuP/BWAwr4awuOKu+AMZka4CxOBfAWDy/YaytzgzsoeZAHrdBPIMqQ5UCA8MWBn2Begb+DQzcSQy8BuwM+g8YdhUw8HxiYOhkYHAEKk1l4GkAUmCwlUEBwmAPegO18v3//wwAahYXPtEXw5gAAAAASUVORK5CYII=) has some large positive value, then an edge is found.
3. If ![ \lambda_1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAASBAMAAACgFUNZAAAAMFBMVEX///+Kiorm5uYwMDAWFhZiYmIMDAy2trZAQEBQUFAEBASenp50dHQiIiLMzMwAAAC49DBwAAAAAXRSTlMAQObYZgAAAF5JREFUCB1jYHh7gAECuP9BGQwrYYwuGKO+AMpia4AyOBdAGTy/oYytzgwMvA8YGLgN4hkYZwEZWxj0BRi4HjBwJzHwGoAYuwoYeD6BGI5ALakgBgRgMLjjbaBSDAwAuIIVll78fmkAAAAASUVORK5CYII=) and ![ \lambda_2](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAARBAMAAADJQ1rJAAAAMFBMVEX///+Kiorm5uYwMDAWFhZiYmIMDAy2trZAQEBQUFAEBASenp50dHQiIiLMzMwAAAC49DBwAAAAAXRSTlMAQObYZgAAAHBJREFUCB1jYHh7gAEKuP/BWAwr4awuOKu+AMZka4CxOBfAWDy/YaytzgzsoeZAHrdBPIMqQ5UCA8MWBn2Begb+DQzcSQy8BuwM+g8YdhUw8HxiYOhkYHAEKk1l4GkAUmCwlUEBwmAPegO18v3//wwAahYXPtEXw5gAAAAASUVORK5CYII=) have large positive values, then a corner is found.

Harris and Stephens note that exact computation of the eigenvalues is computationally expensive, since it requires the computation of a [square root](http://en.wikipedia.org/wiki/Square_root), and instead suggest the following function ![M_c](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABoAAAARBAMAAAAxo6E+AAAAMFBMVEX///8WFhYEBAS2trZQUFCenp5iYmKKiopAQEDMzMzm5uYwMDAMDAwiIiJ0dHQAAADxJdlTAAAAAXRSTlMAQObYZgAAAKdJREFUCB1jYGB4+4cBCN6fXgCiGDjvAwmu/glgDgNfPZDB1wPhMLCtD2BgiDwB4/E/YGCo+g7lLedxYGBn/QXlVfFuYJjMogDlJXAIMDxg3ADjsSmwLgDpBQGuB+wfljPEQ61jn8D88wGDE0SKgY2B65sBgzTQAekJDAyrGRi+MHD9Y2Bw4TzAwK2/i2EDV8/HBk6YjWA97AJQrWCK+QJDARI/7d0EAJBtKJQcyO1aAAAAAElFTkSuQmCC), where ![\kappa](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAJBAMAAAD5iKAgAAAAMFBMVEX///9QUFBAQEAwMDAWFhZ0dHSenp7MzMxiYmLm5uYEBAQiIiKKioq2trYMDAwAAAD+XnqqAAAAAXRSTlMAQObYZgAAAD5JREFUCB1jYHjLcHoBA++HGWUBDBzbAhgYGLiddYAk1wXmDQwM9xnYPrAztDDwfOBh2MjA++Akgy8Dg+kBAJrqDtpjJ5eyAAAAAElFTkSuQmCC) is a tunable sensitivity parameter:

![
M_c = \lambda_1 \lambda_2 - \kappa \, (\lambda_1 + \lambda_2)^2
= \operatorname{det}(A) - \kappa \, \operatorname{trace}^2(A)
](data:image/png;base64,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)

Therefore, the algorithm does not have to actually compute the [eigenvalue decomposition](http://en.wikipedia.org/wiki/Eigenvalue_decomposition) of the matrix ![A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAOBAMAAAACpFvcAAAALVBMVEX///8EBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAABp/7dJAAAAAXRSTlMAQObYZgAAAFhJREFUCB1jYACBO2CSgYH7FZTB+QLKaH8GYbAeeAlhcDH4QhgHGC5DGAEMimAGx8yZdmBGOANDXwGItYCBYd8BIM0NxOuAHIaTQBzXwMAQ+24DA5udJAMA4FASfF+qg+0AAAAASUVORK5CYII=) and instead it is sufficient to evaluate the [determinant](http://en.wikipedia.org/wiki/Determinant) and [trace](http://en.wikipedia.org/wiki/Trace_(linear_algebra)) of ![A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAOBAMAAAACpFvcAAAALVBMVEX///8EBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAABp/7dJAAAAAXRSTlMAQObYZgAAAFhJREFUCB1jYACBO2CSgYH7FZTB+QLKaH8GYbAeeAlhcDH4QhgHGC5DGAEMimAGx8yZdmBGOANDXwGItYCBYd8BIM0NxOuAHIaTQBzXwMAQ+24DA5udJAMA4FASfF+qg+0AAAAASUVORK5CYII=) to find corners, or rather interest points in general.

The Shi–Tomasi[[4]](http://en.wikipedia.org/wiki/Corner_detection" \l "cite_note-shitomasi-4) corner detector directly computes ![min(\lambda_1, \lambda_2)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGAAAAAVBAMAAABLWfZ5AAAAMFBMVEX///9QUFAMDAyenp4WFha2trZAQEAEBATMzMzm5uYiIiJ0dHQwMDBiYmKKiooAAAADcXHIAAAAAXRSTlMAQObYZgAAAd9JREFUOBF1k09o1EAUh79smt2NcXfbi4J4VRBBRAQvLrsXb13IyYMIXY+iwnoQBCnk4EkoDnoqqFsQDx6UBcGT0ogiPUn8C4rFHAURglJpL9aX2Uk6i21geL/v996beRMS2O5R25ni+Tv4TrRDIgjthFPSe/Ae2akziaHztjs8aqgei+hEhvLgrhu4Y5lbclckuja9ZcBlA9ViUzvJ9Zycge3tNeAt2W6h3+bCWyswj3OhoQHNr83nDxeepSy8HGt4rJMHTYkOlb6h+wS1FS6OvIxkv9bn4KpOFlNoKAe8xPdWyiu8zI16Wr+GDV2zbN8v+G1OmEF14DCNrl/f0PoaZHnS/RDDiimjPYu7+kDoE+zDX2dqGmcp19I2bjjZyPg5Hk6642/cZU7phh7NAcNI1VJFD6er9Ehu1/9b3AaOM0w7tGTIGVijGvOuLsZIdGWUcECOPqaYLRvcQ0zFnuwKF3AzKeJFgy+BEt1aHPFGZrgCy0reV31euk+EBDLqHpGnCGJqirMfufEk19VVeAqVVD6OJG/4JVVHZM3T7EsYyPrvuVU6cumghDYKt1+iJaphAdLQLLT3+V7I7qhAO/qxofaflNtF5ubmJpwuaDL+sDCxNMQTVMLkn1ja0FD8A9VBeF0dwlWVAAAAAElFTkSuQmCC) because under certain assumptions, the corners are more stable for tracking. Note that this method is also sometimes referred to as the Kanade-Tomasi corner detector.

The value of ![\kappa](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAJBAMAAAD5iKAgAAAAMFBMVEX///9QUFBAQEAwMDAWFhZ0dHSenp7MzMxiYmLm5uYEBAQiIiKKioq2trYMDAwAAAD+XnqqAAAAAXRSTlMAQObYZgAAAD5JREFUCB1jYHjLcHoBA++HGWUBDBzbAhgYGLiddYAk1wXmDQwM9xnYPrAztDDwfOBh2MjA++Akgy8Dg+kBAJrqDtpjJ5eyAAAAAElFTkSuQmCC) has to be determined empirically, and in the literature values in the range 0.04–0.15 have been reported as feasible.

One can avoid setting the parameter ![\kappa](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAJBAMAAAD5iKAgAAAAMFBMVEX///9QUFBAQEAwMDAWFhZ0dHSenp7MzMxiYmLm5uYEBAQiIiKKioq2trYMDAwAAAD+XnqqAAAAAXRSTlMAQObYZgAAAD5JREFUCB1jYHjLcHoBA++HGWUBDBzbAhgYGLiddYAk1wXmDQwM9xnYPrAztDDwfOBh2MjA++Akgy8Dg+kBAJrqDtpjJ5eyAAAAAElFTkSuQmCC) by using Noble's[[5]](http://en.wikipedia.org/wiki/Corner_detection" \l "cite_note-noble-5) corner measure ![M_c'](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABoAAAAWBAMAAAAsppGGAAAAMFBMVEX///8EBAS2trZQUFCenp5iYmKKiorm5uYiIiLMzMxAQEAWFhYMDAwwMDB0dHQAAAAQatRoAAAAAXRSTlMAQObYZgAAAMBJREFUGBljYEAAlgkINgMDowEyTx8k9/YPSOj9rgkWIJqzH0iwry9gOALi8eUDVfCtYeA8AOKx1jswMHieYuB7AObxA6n0bwxMIA5DGY8BAxvLdzAbKMxxgWESswCUF8C1geEB9wUYj1WApQCkFwTYH7B9KGPwB7kDCNgmMP18wGAI4TCwMrB/VWDYC+VxMTB8ZmD4B+Fxnb/J0MC++vcCBr44A6gCEGXKdADB4/yAYAN90YDMY2lgSEDimz6dAAC48CwB2cM0OQAAAABJRU5ErkJggg==) which amounts to the [harmonic mean](http://en.wikipedia.org/wiki/Harmonic_mean) of the eigenvalues:

![
M_c' = 2 \frac{\operatorname{det}(A)}{\operatorname{trace}(A) + \epsilon},
](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAK4AAAAwBAMAAAB6TlzuAAAAMFBMVEX///8EBAS2trZQUFCenp5iYmKKiorm5uYiIiLMzMxAQEAWFhYMDAwwMDB0dHQAAAAQatRoAAAAAXRSTlMAQObYZgAABBFJREFUWAmtVkGIG1UY/jLJTDLZdrJQ2lIEGTyISMvGQ61lD87VVdiB7dKTy0APBQ/dOWgvFhtalLYKDVWoILI5KK1ZcetBKA3aIgpSD8ZLoYgwKKIsNLutdbWttP7vzbyZ97KTZJL4w8z//f/7/y8vb2be+4AxzBe9MRCJYb35hNSRr4vgFwFG9fnHpM4DIT4BlMee8HTES1M12xwbd4FiCKXfHBZGvJoHlIibrPyQbh9xOMYt4s17wAchze9/kn8qxKPfI95FD5jjLKZ9n3xudEbqND/uEO+hX6vGypkLeItzFfAd+ZLDgxFvu320YNXQRMUDdnEWG2+TL7sjUvK2b4FpVBxMcd6/ea6OH8nnq2PwmvRGTWN2ofOHz+a7zqisZvMqOb1Bt1GtcIfxrrHXK+Y9D6z5Y/Jq4XxtzmuBr4MDLFKi7zoU2Ez6Ga3vMnIudOQ8HV9TqUHXlEPPLSDQy3LVXiNR/iUUv4exE6+hVH0PNyj7Ll1LATBhE+hlU4Pmq33WWTmNPfMBzDddrAIf3vaQv3o9/bu49S/7obUr9ee6fnBm+UJXRgmPSdGMhAU0zxIqrvj4RmRCr7l4R82oUdlO4psJjJG1SP/f+hTmtTjFQZmWzlVTSiRtjlpDGQkD/bgDvHAdVqAOVhqo1NSUGh2Jw60xkoBeCYDDG9CkHINb2sjVunJKaNkiPCiA7I9uqcIohF+7nCe8NOjN66pXwsOlNs7lJ6PccotZLYye95XK4QK3fAnBRDuliW00o5urTxZ8tsabbMIDHo1gnKgYGOtHMVvfxAr+paaks6WMunYvwDOiWFpf3YMt0sN7HcW/bHyZ0kjvp5uSDlPxE41BVyl9VnRSMxHQZdoX83M9eftrKHM7yj/cRK24/KABa6GqMOfoiXlKRgoOhLiHhjL5VhaV79WuSY0xNGMkgUEaykpqzfUEy+hJORA4RUMVxRjz7ByJzKoJpPpn1TCMUjRUSa57NQkKNXhJFCNjI4YSSNFQCq/8vPf+Vpc6BXzln6b/4t2X2ziy6oDOoINMR6VpqJj30Ceit69n873/xqTRpvNE24lbtF7NNA0leHcHfeniQca7jQ6USfwM2lF/4joq3FUVDRXxZt6rGO/jdBXmL2PJQaij+LujaqiIt3SJarMY491BB+tXuIhZmw5u9hQ47/lEQ21ttT5vtS7TSOVKk4oy2AYCxjtRxUWTSRvGnaahovke92g4i+2gzYd4qf6Uzk4srqNSNFTEm3OykFLNSdNhvDnXPGUVdkHnOuoGDXRpqIhXb8DPxPz+PJ5+sA/ayc7r+7FnweU6anWzhop4MdfxMvGmFh2TsjMhFrzSyPCwbCc9kYZK1SZJVTY0SENlY0mpojMqsv9lnoIMAzQU/gMXLyqIav2HUAAAAABJRU5ErkJggg==)

![\epsilon](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAJBAMAAAD9fXAdAAAAKlBMVEX////MzMwMDAwwMDCKiooEBAR0dHQWFha2trbm5uZAQEBiYmKenp4AAADEotGsAAAAAXRSTlMAQObYZgAAAC9JREFUCB1jYGA4vZKBoT2TgYEzhIGBgVkBSPBWrRJg4HUAslhBBNsCIMGQnXYAAJy6Bu/Io4VyAAAAAElFTkSuQmCC) being a small positive constant.

The [covariance matrix](http://en.wikipedia.org/wiki/Covariance_matrix) for the corner position is ![ A^{-1} ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACAAAAASBAMAAADI5sFhAAAAMFBMVEX///9iYmIEBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAADR3JRiAAAAAXRSTlMAQObYZgAAAHlJREFUGBljYEABfAkoXAaeIjQBBiZcAm9hOqEqeH4zMMxatWrVBJgWrp9oKmZ8RxVgu/ALKsAtbwlicTPEwVRA6AsMT1AFEhiMUAQ4V63yRxHIYGCY34AssoGB4fwFJAEeIHs/UBAObgFZ+RPgXIa8/wcY2P214AIAkUMbrMHA50cAAAAASUVORK5CYII=), i.e.

![
\frac{1}{\langle I_x^2 \rangle \langle I_y^2 \rangle - \langle I_x I_y \rangle^2}
\begin{bmatrix}
\langle I_y^2 \rangle & -\langle I_x I_y \rangle\\
-\langle I_x I_y \rangle & \langle I_x^2 \rangle
\end{bmatrix}.
](data:image/png;base64,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)

The Förstner corner detector[[edit](http://en.wikipedia.org/w/index.php?title=Corner_detection&action=edit&section=4" \o "Edit section: The Förstner corner detector)]

[![http://upload.wikimedia.org/wikipedia/commons/5/5a/Corner_detection_using_Foerstner_Algorithm.png](data:image/png;base64,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)](http://en.wikipedia.org/wiki/File:Corner_detection_using_Foerstner_Algorithm.png)

[![http://bits.wikimedia.org/static-1.23wmf2/skins/common/images/magnify-clip.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAALCAAAAACFLIiAAAAAAnRSTlMA/1uRIrUAAAACYktHRAD/h4/MvwAAAAlwSFlzAAAK8AAACvABQqw0mAAAAAd0SU1FB9UEAhIREfdlPYsAAABPSURBVAjXY/j///+5vXDwjAHIr26ZAgXZe8H8a/+hoIcw/9nevdVL9+79DuPvzQYZFPUezu8BMZLXgkExnD8HAu6hqv//n+HZVjD4DuUDAKlChD3fj6aPAAAAAElFTkSuQmCC)](http://en.wikipedia.org/wiki/File:Corner_detection_using_Foerstner_Algorithm.png)

Corner detection using the Förstner Algorithm

In some cases, one may wish to compute the location of a corner with subpixel accuracy. To achieve an approximate solution, the Förstner[[6]](http://en.wikipedia.org/wiki/Corner_detection" \l "cite_note-6) algorithm solves for the point closest to all the tangent lines of the corner in a given window and is a least-square solution. The algorithm relies on the fact that for an ideal corner, tangent lines cross at a single point.

The equation of a tangent line ![T_{\mathbf{x'}}(\mathbf{x})](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADQAAAAVBAMAAAD7ptBLAAAAMFBMVEX///8EBARiYmKKiorMzMx0dHTm5uZQUFC2trYiIiIMDAwwMDBAQEAWFhaenp4AAACKeDuvAAAAAXRSTlMAQObYZgAAAUFJREFUKBVdUbFKw1AUPdQ2aazGDm4OOimIqIt7JgfFDxAc4uCik5OjGRwcigZ0FgcVB4eCky6NQrtYqYKDi6RfYBXFoiDx3PfyWumFc8+557x3kxCgp3w9Wz02R9vTXi4A3N965eLuWxvAtBE1YKCJVhOl1MmWTbTBDcA2sJY6jmciXtkFXoC91FkyCfIhAqANzKfWRCdCkTL/0Z0PgMmkWEjOgCO6ma9uNEzZCN0H0i3hHLNJjQNyarC94JO2iKGIjZWl/0a2RuUupoj9WVFcHOkIrU8ZJZrxRXGRrxfi6odKLbwG+uKxm2iR8zlhR42QVCVGiP6TJ+yQL4llvgjpGfb9e10eHXACVoDNxFtNTqE+WXlxWdG66tLcKJXOq+zgfwgUsRU8rXKPiA9FWvoyVUkn//qc0Z0zxoD8eKmMjz+mNUoB+wmArQAAAABJRU5ErkJggg==) at pixel ![\mathbf{x'}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAASBAMAAACgFUNZAAAALVBMVEX///+2trZ0dHQwMDDMzMxQUFAWFhaenp5AQEDm5uYiIiIEBAQMDAxiYmIAAACHM/WlAAAAAXRSTlMAQObYZgAAAF9JREFUCB1jYIAAESjNsBXKYHwCZbAugDJ4CqAMHyjNoARjCDAw3Hm3gevdTpBA3wL2TLAE21OfCWAG574tYJqBoQ5mqtUbiBRrQ98CsJwWA9tTECP6ncPsd4fAQhACAHTbFg0GZVqTAAAAAElFTkSuQmCC) is given by:

![
T_\mathbf{x'}(\mathbf x)=\nabla I(\mathbf{x'})^{\top}(\mathbf{x}-\mathbf{x'})=0
](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAPwAAAAXBAMAAADdBj8VAAAAMFBMVEX///8EBARiYmLMzMy2trZ0dHTm5uZQUFCKiooiIiIMDAxAQEAwMDAWFhaenp4AAADGGRm5AAAAAXRSTlMAQObYZgAAA41JREFUSA2tVU2IFEcYfTv/M9szKyh6EXaJB4mKDizkYDw0xJuQ9RAFCUh78KBeNngQ8eBADuY4kEsIyEzQ5BKIo+AhLsQO+JP4G6IoHsw0XjXqsEZdSZi8r7qqq2boGX/wQdX31Xuvqrrrq+kB3gcOLJxbWHgfC731Gp/EM7zXTMzVX2N4R3nVm20/Mf9G62f0U+b98Xbjyy3Gzvjt14ycNFf/LFWr/Xf15o8/LxntK5NcMomOH8SIgMO9G4DxFZtQTrV9qTE0yQ4PwwvsSGWFs2uByQaeRHiopWxoPFtMomOrrxABuZdA4qtEUE61/fAcZ4mf7BTDVuqlEEXgKLBXc55vRC8yWRznQomyS+Y5oy8jYjPziFFtf0GYVGTbAM9sABuAFdgK3Ac+1UI1MdTCJFVJ+ZmEjWzlNpD4dgDKqbb/QyypyG8HHg0pd4E/4QMvgI+09Lm1PLWpZLl/pQ/ZpjpA4vNJiHOSLU9hBHLkp4a0f4DrpKSWBt8A6/rLyv2VwF+G07Hl89wjDuYagOOLnQUK5QYyp3po9QIODCxTjQynYoHbnmMmtTS4zeR8s3aH4SLb5H3BPaVK8dURbwoAxxc7xVL1OWMJf1N3kDDedrJ2xSy3P02m3NZmynxrVF9sDhgOadYEKb6UHlfYHJ91TgRUugd/YO/CMMV5l4Vs/ysZqaUgy1N4yliYXi7D9dI5kOKHMl7N5visUxV3T68upuysIJBUM8h0ZJRADv9bjqSWApH5BMCTRemHt0fLV6XP8sq4PuucCqjU+mr7LdcEMyQMM7w9uM5xylJLQTUA1Hv//ooZzrDZSnEwF3rskZeHc3yxU5QJ2dhrDR++YSZnKDsrqh+eqmWpO3O6I9+sk2zFzvkmw29sAyg/2y1jbxk7x2edFZ/KEV61QRjGawzyHwLyLZFaVk7cwiyjXPddvHwMssMAckuhjCekd3zWKVc730R3XmwJEkY9XUID++uUMld6l+W6+Urg5+SLfn1P/3ug7TjjtBUxHuiurqvPjvFZJz87xenFwvQrPkYCy1QSLk6y8pej0Q1Vst+MURp8B+E/TkRYH6yz0LaGlOxYCqep8mM5b96MSAV2Zb7jaFif6/xl9AQqX49U89+hq9RC03i2mSQ1Wh9gnftSvZrMdcapWntgPKFJ0mPi098i5arNpJsVq361Y3QllfSZ54PxTuPjXXecX46ZtDNN+x+NjwRwgecJmgAAAABJRU5ErkJggg==)

where ![\nabla I(\mathbf{x'})=[I_{\mathbf{x}},I_{\mathbf{y}}]^{\top}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJcAAAAYBAMAAAAFV3JHAAAAMFBMVEX///8WFhbMzMwMDAzm5uaKiooEBARQUFBAQEB0dHQwMDC2trYiIiKenp5iYmIAAAD8G7NwAAAAAXRSTlMAQObYZgAAAopJREFUOBGtVD1rFFEUvSazs1+zk6hgJexUFjZZxMJGHCwkWK34BxQLxWaXVBYpFkVZUCGVTYoMCulC0grCSuxsdu1shC1sVcia1fhBPOfOeztv42wjHpj77ueZeefNjMh/wXL3Qbcbz6SqRTNLuYVSXtYzSb8d55Vn5nLJVkx7L1o/Olg6fTSTxuWTsYiShZ8Vn0SK/TtNCQdmYFVKaJlCgGh1/DDL6QTCSmzIgkPFb+R6TZGztvWieIn1zUqy6r6b5AQwIav+0DiB/RKL7GokMtcQeWp8u5As/GojrpwAJmTS30Gou3sDjkWtipTXRF4Z3y4kC3CTDJggMrJewpC57yBt0wGquHz1MkOyhU4W6wTDjCz4iRD6qxwBjuDSWLZHMRLBAMYByYxKadYKSLL0lVLRElQphx/hXH7JO4RwhjTHCX0pSGZUggdYAUlmANFUsgrkWGC6vnJeS0W7Z9NIshfG14UThEMG0VQyPwEZa1fGERcJO7pMDMnuTiI4nCAcMohGyWRpzZDVDiPGeWRzB1oxhhOEQwbREqY2IrPNSt/Z5rRm5T12WnCCcMik/3LA1Cau+R2YezgComRurAEMtlm5IYX68FEnTWHi2YF3M3bJem+1RjkqTbyvr6XeZuYYmR2AjCrNnzshcmaIAiYK+7I49WQBP0zvyeg+iDpSbO15rREf6u+Xdrl/IRKvhZssNczErcJwiqzawWQKr2E9rO8dny5Pk6gnMLwbsXFtWrM0m9rHTvDc8ekasuDDNwRNU/Rvzya7anqwOA+cJlOy8imp74o3MI38CtwDyOYhqH18tLh5+nab9EMa4HKtPZtMsp/1x7Q9s3m/7c0gFv1tZ23/7l3fcmb/AKHKjjZiBDP1AAAAAElFTkSuQmCC) is the gradient vector of the image ![I](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAOBAMAAADkjZCYAAAAMFBMVEX///8WFhZ0dHTMzMxAQEAMDAzm5uZiYmKKioq2traenp4wMDAEBAQiIiJQUFAAAAAqWfMlAAAAAXRSTlMAQObYZgAAAENJREFUCB1jYGB4+2cXAwMD5w8gwcD+DUTyBoBIfgcQOb8BRNYngMitIILhNIhg/gQimT6DSO4DIJJnA5BIkT9twAAAZAkNu93DaxIAAAAASUVORK5CYII=) at ![\mathbf{x'}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAASBAMAAACgFUNZAAAALVBMVEX///+2trZ0dHQwMDDMzMxQUFAWFhaenp5AQEDm5uYiIiIEBAQMDAxiYmIAAACHM/WlAAAAAXRSTlMAQObYZgAAAF9JREFUCB1jYIAAESjNsBXKYHwCZbAugDJ4CqAMHyjNoARjCDAw3Hm3gevdTpBA3wL2TLAE21OfCWAG574tYJqBoQ5mqtUbiBRrQ98CsJwWA9tTECP6ncPsd4fAQhACAHTbFg0GZVqTAAAAAElFTkSuQmCC).

The point ![\mathbf{x}_{0}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAANBAMAAAC5okgUAAAAMFBMVEX///+Kioq2trZ0dHTMzMxQUFAWFhaenp4iIiJAQEDm5uYwMDAEBAQMDAxiYmIAAADFuXpgAAAAAXRSTlMAQObYZgAAAGhJREFUCB1jYECAt/8PcP+/BeHPb2BPgMqwffVdAGVynT/CwMASHATi1n9hYOAFQiDY8XcBQxkDWwEDA+uE+Q0MFgwcDxiAJNtXhhcgZsx/hzX/L0NEQcpBagXADKAJC8AmgHhMk4MYACwVHFBs++WKAAAAAElFTkSuQmCC) closest to all the tangent lines in the window ![N](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAOBAMAAADQ9FGEAAAAMFBMVEX///8MDAyKioqenp50dHRQUFBAQEDMzMy2trYwMDAEBATm5uYWFhYiIiJiYmIAAABDhkvSAAAAAXRSTlMAQObYZgAAAHNJREFUCB1jYGB4+4eBYe+vCQwMDBz3GxgYZgMZDHz1CQwMD0AsVs4PDNwOIBYf8xcGpgIQq5lBhoEPxGDwZnhfAGE9YNgfsAUs9oCBd4EFiMWuwMD86QGIxbKBgWEtmAVSHA9msQFZ9Q1AgnM90EpOIAMAreMZeLbY2CwAAAAASUVORK5CYII=) is:

![\mathbf{x}_{0}=\underset{\mathbf{x}\in \mathbb{R}^{2\times 2}}{\operatorname{argmin}}\int_{\mathbf{x'}\in N}T_{\mathbf{x'}}(\mathbf{x})^{2}d\mathbf{x'}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAPUAAAAuBAMAAAACZkK6AAAAMFBMVEX///+Kioq2trZ0dHTMzMxQUFAWFhaenp4iIiJAQEDm5uYwMDAEBAQMDAxiYmIAAADFuXpgAAAAAXRSTlMAQObYZgAABTlJREFUWAm1WGtoW2UYfnpOLs3tNGM4CkMa8MIKQg/qpOooB4XV4aXBObGiaxmrOBESFZyiNnEMpjhZ3IazdSzHihNntfHfQHAZzB/9Y+s2ERS3gHZ2xdmsW9euto3v933n5HKSbm1P+ha+9/I9z/sm3z0F7Ihzi2aHbotbPxC3xbdD/rk2Y4duh+uescO2x/V02uPbYfsTdtj2uE1Be3w77HHNDtsed689ui32tC22LbI0uSS6+99dS8LfEKxcvmE379QFxEvqWzQZHo+5Na6W2fiu3pToNArIISCGumgRwR8uchZhxorJ8GcrUGI7Pp3rORE3ev42Eb2AhAGN3MMGq4k5S5C3S2q3DVegHoJ7ClJC9DhSJuJrZrSzxtnJWuAZoZbZNuQzFyUIw5mFVxWRWs3s8USBmgTzXGER+9XsWpZOZsppUgiuTkhUiclGoaiV4kA3dLKMSXcMk70UadWK0ZFgsSdsiZKH4dCFN1IApCGNfRYiPyZisgpcyqV9ud+EX9TW3EMTF+n+HvKRjx58de+qlt0PN6uOpLru5OpRzcDlTKOIR2bRKf9uIf8etOVywJstTyvnZ3Firo+RknF3J9NMPn6BSZystQhEUde7AWvwWJ/mP4hPVMcMAioGNU+KQWkYKVUlGdfz0VNkGfmP8KAcd0zCM43XBcQ1+bgurOJ2A3wpsC34PupUBFIYB6ZY7d+hDAugfK2YULA/LJjsbWHk38KjtLGmgMhTxkB7h+jTOTY/WWBwq/tCHH6akw9QF0Qgg3+M2ufytT3XLRTDNcOKjiyFeH7gIu99D26K9c9qBjZGx1OA/krkqOqh2kHgLv0d6s7gUllt15UShulI5knbJmqD5Tdrz/Pt7c6vlONzOo2/K0qAwnx3wRPXWO3b/hxboHbdhFmuRCtsoJnQN+Umyw/wMXdM0PbW4dtnjLkzkYyjGaUvTu9l1MYzrDZVXqB2W5Z1lYlvGFgz7xnES8Bp6uX5gQMMSMt1IKqinVYbl2ZaDRi11MZPeCSustrrj+kL1G7oFAksrT9FgT82auw8/Y5Mnh/YxmGn0dEXkuOIhJn7XE7rz52xfm+s2/xA10PJLh39udw2KfmL8/z+t67dnTzXOBd+/nqIEdGR4MrStEcGKd4/AUkD7jfzA2kwaWz5Yqtz6Kp3aE7lPmtovoN5p9jw7oKDlngl2VeZwaGu/7j6Js9z0wdaQAK6ZZ2bODlMI66ZXokeqhzmmD0x4gGeEPeo8WmmVaalA9b9bUActCLvLIOzgHe2YpgH70u7pjWGSZmYRtNYit60dSRTES8Za7VipxlcbRr5D2EGbGl5fhF0OSRAdMZVUzyVj5ZqljBy1VxUuWVquiOyK1CmYsrPcZbHTU1PhM6KwBUIvkFnlIovwbSQtvAKlLGmrL8weghenEK3N8G1ADREheYHPr38J6H8aKXa85/o6VUUb4sGpwo3u4NJC+kQiq4HEAiODh0Zo6s6Sj4IKAr+CmIVnRQ/UFLSQl4USkmAgSAfzdAbtUrC78E7KJmiONbr7mArvnLTdyct5ApqIpnDCZcOBoLiTstGTxUU3YNIsay+48/SI3MGCbzCNc/N/s8TOLsdj4KDoOCMUoWiRgq6B7Gjh833vRlrViVBT0l6ioVwuwChFbdWsTa7BxNUVFGcO621A+kBjWIRNi4cRBvQv5851RF2D7KVpSjSLbolpTJGz37U7uS//vnyy0DOWkDLd/k96AkC9aPBke3WPK9ptLRfRmQ3dTDQppPGvFuBNvy1tHVvKosClWf5H+ChcJDqch57AAAAAElFTkSuQmCC)

The distance from ![\mathbf{x}_{0}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAANBAMAAAC5okgUAAAAMFBMVEX///+Kioq2trZ0dHTMzMxQUFAWFhaenp4iIiJAQEDm5uYwMDAEBAQMDAxiYmIAAADFuXpgAAAAAXRSTlMAQObYZgAAAGhJREFUCB1jYECAt/8PcP+/BeHPb2BPgMqwffVdAGVynT/CwMASHATi1n9hYOAFQiDY8XcBQxkDWwEDA+uE+Q0MFgwcDxiAJNtXhhcgZsx/hzX/L0NEQcpBagXADKAJC8AmgHhMk4MYACwVHFBs++WKAAAAAElFTkSuQmCC) to the tangent lines ![T_{\mathbf{x'}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABgAAAASBAMAAACzwgOtAAAAMFBMVEX///8EBARiYmKKiorMzMx0dHTm5uZQUFC2trYiIiIMDAwwMDBAQEAWFhaenp4AAACKeDuvAAAAAXRSTlMAQObYZgAAAJNJREFUCB1j4Pt7Zv+a0z8ZwIDnAcP7Bww9EA47A0M9A0MqhNPBwHCXgaEPwmlgYPjOwOAG4TAwcHyGsYA00zckDucCKEcNSPMfgHBYQCr6DSAcJpCgfgKEwwuidzEwMN9XOHjAGyQmDcRcS64wtDAwsJ/9eIaBgU2+ASQOBfc3wFgMDJzvgG6CAtaLDPenwDhQGgBTNCKWklB0kQAAAABJRU5ErkJggg==) is weighted by the gradient magnitude, thus giving more importance to tangents passing through pixels with strong gradients.

Solving for ![\mathbf{x}_{0}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAANBAMAAAC5okgUAAAAMFBMVEX///+Kioq2trZ0dHTMzMxQUFAWFhaenp4iIiJAQEDm5uYwMDAEBAQMDAxiYmIAAADFuXpgAAAAAXRSTlMAQObYZgAAAGhJREFUCB1jYECAt/8PcP+/BeHPb2BPgMqwffVdAGVynT/CwMASHATi1n9hYOAFQiDY8XcBQxkDWwEDA+uE+Q0MFgwcDxiAJNtXhhcgZsx/hzX/L0NEQcpBagXADKAJC8AmgHhMk4MYACwVHFBs++WKAAAAAElFTkSuQmCC):

![
\begin{align}
\mathbf{x}_{0}&=\underset{\mathbf{x}\in \mathbb{R}^{2\times 2}}{\operatorname{argmin}} \int_{\mathbf{x'}\in N}(\nabla I(\mathbf{x'})^{\top}(\mathbf{x}-\mathbf{x'}))^{2}d\mathbf{x'}\\
&=\underset{\mathbf{x}\in \mathbb{R}^{2\times 2}}{\operatorname{argmin}}\int_{\mathbf{x'}\in N}(\mathbf{x}-\mathbf{x'})^{\top}\nabla I(\mathbf{x'})\nabla I(\mathbf{x'})^{\top}(\mathbf{x}-\mathbf{x'})d\mathbf{x'}\\
&=\underset{\mathbf{x}\in \mathbb{R}^{2\times 2}}{\operatorname{argmin}}\, (\mathbf{x}^{\top}A\mathbf{x}-2\mathbf{x}^{\top}\mathbf{b}+c)
\end{align}
](data:image/png;base64,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)

![A\in\mathbb{R}^{2\times 2},\textbf{b}\in\mathbb{R}^{2\times 1},c\in\mathbb{R}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAN0AAAAWBAMAAAC2xYReAAAAMFBMVEX///9iYmIEBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAADR3JRiAAAAAXRSTlMAQObYZgAAAmBJREFUSA2dlMFrE0EUxj9FNttmu+Qv0JsnMcGUglQFiyKK0KI3D7IYiN7ao8dAFbw14kW9dHvxEBFS7LW4ngqCuLl6ySLFm1AUqrZofO9tdjfZ3dlJfYc338z7zfeYmU0AdWye9MNiLJRsQswpGV3BrMz8EiYWyh0J8f60EtIVyns4xEOYKyIK6RgF/r8ffHMfjdaqI6KwX4JO1u/bmNvUwu7fW/O0VHJhzPGDkOB4N3BkTFIWVZwvBnmvdZg4sLKtdunlCvCBdN+hxIIj0y+LKvrFINtM/+achG15Zu0NyhUT5nwNIqRadRIoVGlUeZ9DUHY9/xlutmavXGNFNQQ99J58xKrTgAghkn4qNNMvBbKN4R+Im3Fj+HsL+xmDwR5ewXBFjPdTodg88ISMUgqU5TLuyvh42E7OR/eZjeqzS9cnRI2NF0zmefrYFZMLkinR+Uod+l4yUa1h3eVVPbrV6ncVoINz7IElyZRs6+pC3vFQ7eK4fMta1NjHfYXnVKezyKWZr81m8wEr29rZdlmkg/qd4LfWo3Yge/NAarHeYpPb9Xr9PGN0n8FrFumgfvYPWtSja23ZmwfSNX/yuRoIQon6fbZb0WxkjM6nR/vimOdpkZ88LS5GztRversWzUZGfr8/PNeiaw4MJxfkZ11uU8IjhzMF9UOwE+oo36uQou/zlMsrWtT20MsFG989lBbvcM247PAA+m89i60vgUyitLxE6szb2ZuyoEXNjaddJgvB6L9HLNNJriBenBgtBGO7HOHlrCmWjoAqHABTrkdZHi0cAR3dNq6PjU+LZkXoPyEa9mj5YyyHAAAAAElFTkSuQmCC) are defined as:

![
\begin{align}
A&=\int \nabla I(\mathbf{x'})\nabla I(\mathbf{x'})^{\top}d\mathbf{x'}\\
\mathbf{b}&=\int \nabla I(\mathbf{x'})\nabla I(\mathbf{x'})^{\top}\mathbf{x'}d\mathbf{x'}\\
c&=\int \mathbf{x'}^{\top}\nabla I(\mathbf{x'})\nabla I(\mathbf{x'})^{\top}\mathbf{x'}d\mathbf{x'}\\
\end{align}
](data:image/png;base64,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)

Minimizing this equation can be done by differentiating with respect to ![x](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAJBAMAAAAWSsseAAAAKlBMVEX///+2traenp5QUFAWFhaKiooiIiLm5uYwMDBAQEBiYmJ0dHTMzMwAAAB0V3M+AAAAAXRSTlMAQObYZgAAAD1JREFUCB1jYDi9kmsHAwP7Brb02AIGLgYWAx4gj4FXgQEEdMEkgwmI4mHwZCgFCh10ZljAwHByd+XuAgYAN6kKyuPaHRMAAAAASUVORK5CYII=) and setting it equal to 0:

![
2A\mathbf{x}-2\mathbf{b}=0 \Rightarrow A\mathbf{x}=\mathbf{b}
](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAANcAAAAPBAMAAACFPkfEAAAAMFBMVEX///90dHSKiopQUFAEBAQwMDDMzMwMDAwiIiJiYmK2trbm5uYWFhZAQECenp4AAAABL0dXAAAAAXRSTlMAQObYZgAAAjNJREFUOBGNlL9v01AQx79xXJc45MfOgPkHoAtIDIiViUSo2ZCwhEoHhrAggRDCGwi1qkWnbFmRkMiA1IGNLiA1copYEETKHwBD29AWITB3z74Xv8ZG3OB39+57n3t+fs/A969foOx5MpjP+ng4qMeH5iRFzufNuTk1kU9JCW6Ip0pl/cmrfolT99CYb7Y1sII8fT5FCDWgG3JZbS+veATnJ+z5ZheB63n6fIoQGiM0Ai47c5BX/Bs4Fmk2/xBYl7g6EK+IIoTFNuyAxE6fuPN2H7gm0mx2H7gpsdsWr4iSIXSXSFzHA1SeTHHrKLNOhjgHsPc6a00NVJPU7JOe+ai9IsqMcJXxfazRdzvGN12YOuVfsH+gxO9d22F7T56TNqu+ZVv1Uq1Jmck1AY46hj6WqSK69EjqZOxOYJOiNZEJHqVZ7ZmybckVUTThtEfS0ngc0fBm6tMTzh22ZD/fQTWLRpwQk2ZpbG37yjMpaZIHbqYINzi6C5wleD32OVrpsIXsLniJdKPNkTa6J/qAUNl6X2VMihbPCBWPdhoT4AINCxsnt/EFXL2uzEegoz8kWFmtqjOkdbJNDEpGLm92DghhkfI1Sa/QETHMaqKSfLO+MZ9e6qra79VmkiukCMH90NsMcZvU3SZKAaIlA/qq17vMZ6ly4hZu+Znf1W5aUkgRgh3Hsbcy9VCOHpdbh9XWUbrMBNCK433Y5zs7nrEGOLuzH7EbJLliSh7B5P13lP1d/bPoL6o+27Acm7WxAAAAAElFTkSuQmCC)

Note that ![A\in\mathbb{R}^{2\times 2}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAE4AAAATBAMAAADMlCYHAAAAMFBMVEX///9iYmIEBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAADR3JRiAAAAAXRSTlMAQObYZgAAAV1JREFUKBV1Uj1LA0EQfdXdJdkc+QX+BAmeBCRaGBTBJqKdhRwEop0pLQNRsEwpNqayiAgKtoF0ASF4aW1ySLATgoVfAePM7G0k8XzFzJv3HrPs3gH/43Yu0OaExGadTPpDjAmJjSE1xAhHcCpC4jOiBs4bStWaDyaCF92imigMvrfzNNgNWLmcJuypEddfuKpun1eAe5L6PhUmhOSn7qa6qu1kr5HKOHDyWQhh7+xdJ9Ti2gYzyiHsoXfaRc0vQQjJVvAlOWszei+ds8bjIS5hNYRQIoU9yZ1EMdlH584iwECkZWPQPrtJ95iBjwVRtozuqvXC33WJZrPIifRzuVw+YOaqTqvBZApkXVRJSe94nrfEFp0bXjGZwg3wIDcIjUy5R7dqpqgr6n3KAiuRwvuSrayZor5P/bDOw7HPlUA5hB3NTS29tmEXd3m0Vn1R6T+Yx91TKENcMd8txvsB+kdgaHO3sSUAAAAASUVORK5CYII=) is the [structure tensor](http://en.wikipedia.org/wiki/Structure_tensor). For the equation to have a solution, ![A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAOBAMAAAACpFvcAAAALVBMVEX///8EBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAABp/7dJAAAAAXRSTlMAQObYZgAAAFhJREFUCB1jYACBO2CSgYH7FZTB+QLKaH8GYbAeeAlhcDH4QhgHGC5DGAEMimAGx8yZdmBGOANDXwGItYCBYd8BIM0NxOuAHIaTQBzXwMAQ+24DA5udJAMA4FASfF+qg+0AAAAASUVORK5CYII=) must be invertible, which implies that ![A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAOBAMAAAACpFvcAAAALVBMVEX///8EBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAABp/7dJAAAAAXRSTlMAQObYZgAAAFhJREFUCB1jYACBO2CSgYH7FZTB+QLKaH8GYbAeeAlhcDH4QhgHGC5DGAEMimAGx8yZdmBGOANDXwGItYCBYd8BIM0NxOuAHIaTQBzXwMAQ+24DA5udJAMA4FASfF+qg+0AAAAASUVORK5CYII=) must be full rank (rank 2). Thus, the solution

![x_{0}=A^{-1}\mathbf{b}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFsAAAAVBAMAAADbSo+2AAAAMFBMVEX///8EBAQMDAyKioqenp5QUFAWFhYiIiLMzMwwMDDm5uZAQEBiYmJ0dHS2trYAAAA5c+EIAAAAAXRSTlMAQObYZgAAATZJREFUKBVjYCAGzCBGEVyNjQScSRSDFsrZH8CslmBg+f8DxsFF2zsw8OzevXsvAwPQMfwEle+/ADMIqJyRkHLe9QGkKO/j3wBV7vPbAG7629NrbsJMQaEdmAqQ+Ix/Z5YBHcdxgb3gfgNEnDsNBNIhHD4G9gQIC0wy/mTg/c3AwMPAFsCHJAxncjBwCsA5QK9+YWCQd2DgYuB3YGBovfoASQrMvL172wckMZDy/A1AAX8gVgBCVMCxgIH3F5IQSHn9BKBAGAMXSwJDCpCF7HYWBgbmf2jKgabzMaQyrOUtYKhBkgIxDRgY+IAGwgHY7Q8Y7Dt0GA7wYCjnCAAG2l+4YqBXfzLwAEOm8+7KOwswTOeYLwx05SeQ16CA0WRmGtBGMAC6PRnKJIrSwggZvNpeY4Y7VvUARMtL2HQ0ObYAAAAASUVORK5CYII=)

only exists where an actual corner exists in the window ![N](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAOBAMAAADQ9FGEAAAAMFBMVEX///8MDAyKioqenp50dHRQUFBAQEDMzMy2trYwMDAEBATm5uYWFhYiIiJiYmIAAABDhkvSAAAAAXRSTlMAQObYZgAAAHNJREFUCB1jYGB4+4eBYe+vCQwMDBz3GxgYZgMZDHz1CQwMD0AsVs4PDNwOIBYf8xcGpgIQq5lBhoEPxGDwZnhfAGE9YNgfsAUs9oCBd4EFiMWuwMD86QGIxbKBgWEtmAVSHA9msQFZ9Q1AgnM90EpOIAMAreMZeLbY2CwAAAAASUVORK5CYII=).

A methodology for performing *automatic scale selection* for this corner localization method has been presented by Lindeberg[[7]](http://en.wikipedia.org/wiki/Corner_detection" \l "cite_note-lindeberg94icip-7)[[8]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-lindeberg98-8) by minimizing the normalized residual

![\tilde{d}_{min} = \frac{c - b^T A^{-1} b}{\mbox{trace} A}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKAAAAAtBAMAAADbz30YAAAAMFBMVEX///8wMDDm5uZ0dHSenp5QUFAEBARAQEAWFha2trZiYmLMzMwiIiIMDAyKiooAAAAK//FLAAAAAXRSTlMAQObYZgAAA3BJREFUSA2tV1to02AU/pZ0bdP0MhXEC2pQUBlIOy8MRFgexZcVQRiIrkx8GsxBH+rGwKEIgoIVH9QH17gqQnFSBRkypXsZUzZ0DwNBRQKigjg2dDp13s7fJGuatM5kHmjP+b5zzpfk7+HPX8CN+btbc4csjWst2BHswxQC5R3v28uxMxRDCrylxbWg+LSTpF7pcsG0oUuCD+YM4MhHVID7qLdMy0Yvu8NfBnDkMxIQntBbTsQQSKVSSYAEBeMyjvQwQOU+9thkfDSuBUXBgHEZg/s3P0plIVWrvR/RlYuCwQXwV6XBbKws/z27nG+lZ2Qmh4aLHtg3pyKSa5B0+BfnOSnMmtPCZzQYWECw14jJZ+J8nQlWCQt5MW5O0UI1G1hETcKIyQ/AM8Pg1Jhl6k01wLiGhpjdpZgWqskoaEwdLyroeBQ8g6J6ecyosHvuU5ETlzFbQ7FXxTq9TJTAmyelAzUTdgULI3yzEFEJR3XKQwNpStO0e+OWajvk5oEhMx1FuE3HKs2y6QfjZvBWMpdWjp9AUMwZf36brGH2Y4naimjEWW6yGPiOabjy95bs9bKEmOzSsLihA2j52VnKDjamNdBS4v5PdPr/yJRUTAtbIpcQaeO9BIHyVk/yRm85s0S0BwXbNPrOMDvnSlmYR0R21VmlKThc2jyuVqiJ/HZkM4goWBhDsYKgY6qQxmnO2rWUNSxI3Cxf/3h31+54YDV36+JNq7hTHErXfrwSe06v1MT29XxIiTgVsNYLyf4DysaEOOHplRLcZjy0FrjC4WG+09fPd+IDbrgQeGzr8Sk1qrfe3yd140XMljWIakMQtu8FwbxfCu703cYYVshGv8332RiN8Jk32So1FenDFVlg++cqiUXocJWzlZh2d4rDux8pae/stTq8bpSBC7l+vNnFthUPXi5yK9XS7A7nNiXCdZiE0IYGfpgOskAaj6p1LMIzQXol8wksQyiOVbRLZYjKYyV9uzEmeIQ+ntw5FGSgObtjD50dUqnzbtSohwnSm5M7hR40p4GmPBOi806TxALn9gsxJuiPo0fMyHSHJEpHRGC6GDDgzDqgMMGoivEArWHYq9CflTBpMHU3NiLKTNCriOO8px0BOuPU4x4pFWJu5OhvSA6Xvu6HMLJj60FcyCo0i7E7X1TUnn/mTvCfuv4AKo73/QWawjYAAAAASUVORK5CYII=)

over scales. Thereby, the method has the ability to automatically adapt the scale levels for computing the image gradients to the noise level in the image data, by choosing coarser scale levels for noisy image data and finer scale levels for near ideal corner-like structures.

Notes:

* ![c](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAJBAMAAAASvxsjAAAALVBMVEX///+KiooiIiIwMDBQUFC2trYEBATMzMwWFhaenp50dHRiYmJAQEDm5uYAAABJEhdbAAAAAXRSTlMAQObYZgAAADlJREFUCB1jYOA9vYqBgWHGhbIABt6nDCUMDMwNQD4D3wYQWTcBRN4rYGAtYGASYIhmYOA9tTqAAQBIeAtoDFYrbwAAAABJRU5ErkJggg==) can be viewed as a residual in the least-square solution computation: if ![c=0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACwAAAAOBAMAAACmzuMPAAAAMFBMVEX///8MDAyKiooiIiIwMDBQUFC2trYEBATMzMwWFhaenp50dHRiYmJAQEDm5uYAAADperq7AAAAAXRSTlMAQObYZgAAAJVJREFUGBljYMAAfLePYogBBRgbmByAFDo4wsBQhi4G5E9lYJiDRfg3A4MnAwPfnd0ocnyfGBguMjCsfNCewMDAOxMEJgMVcACFrzPwfWNoRVENEnZnYJmAIgg0FChsyMB/AE2YAWilJUP/ArAwwmyIA983MLA1oGg4zMDwjYFZgSEHRZThYQO3AQPf7T0JqMIcwKACAJQUJ4rzlMlOAAAAAElFTkSuQmCC), then there was no error.
* this algorithm can be modified to compute centers of circular features by changing tangent lines to normal lines.

The multi-scale Harris operator[[edit](http://en.wikipedia.org/w/index.php?title=Corner_detection&action=edit&section=5" \o "Edit section: The multi-scale Harris operator)]

The computation of the second moment matrix (sometimes also referred to as the [structure tensor](http://en.wikipedia.org/wiki/Structure_tensor)) ![A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAOBAMAAAACpFvcAAAALVBMVEX///8EBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAABp/7dJAAAAAXRSTlMAQObYZgAAAFhJREFUCB1jYACBO2CSgYH7FZTB+QLKaH8GYbAeeAlhcDH4QhgHGC5DGAEMimAGx8yZdmBGOANDXwGItYCBYd8BIM0NxOuAHIaTQBzXwMAQ+24DA5udJAMA4FASfF+qg+0AAAAASUVORK5CYII=) in the Harris operator, requires the computation of image derivatives ![I_x, I_y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAAUBAMAAAAJnbK1AAAAMFBMVEX///8WFhaenp50dHTMzMwwMDAMDAzm5uZiYmK2traKiopAQEAEBAQiIiJQUFAAAACg0mTPAAAAAXRSTlMAQObYZgAAAMVJREFUGBljYGB4+2cXAxzAOZy/4GIMDHAOx3ckUTiHNwFJFM7h34AkCufMX4AkCuf0FyCJwjlhSIIMcM5RZFEYh+Uzkiicw/wFSRTOYT3AwKC8udcBLAfitE4oY2DgCWBgN1BkdfBpAIoDOczVC9YyVN/PdmBgeMfA4J/AAOaw8zDsAMqDgBA7A4MBhMmgy5AJZnG1f+BgYFgAFbVj/wAR3dHRwsCuABUtNRWAsoAUUDUEKHA3wJgImuVDGXLAwCQeb2EAAKU9MFfod9rrAAAAAElFTkSuQmCC) in the image domain as well as the summation of non-linear combinations of these derivatives over local neighbourhoods. Since the computation of derivatives usually involves a stage of scale-space smoothing, an operational definition of the Harris operator requires two scale parameters: (i) a *local scale* for smoothing prior to the computation of image derivatives, and (ii) an *integration scale* for accumulating the non-linear operations on derivative operators into an integrated image descriptor.

With ![I](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAOBAMAAADkjZCYAAAAMFBMVEX///8WFhZ0dHTMzMxAQEAMDAzm5uZiYmKKioq2traenp4wMDAEBAQiIiJQUFAAAAAqWfMlAAAAAXRSTlMAQObYZgAAAENJREFUCB1jYGB4+2cXAwMD5w8gwcD+DUTyBoBIfgcQOb8BRNYngMitIILhNIhg/gQimT6DSO4DIJJnA5BIkT9twAAAZAkNu93DaxIAAAAASUVORK5CYII=) denoting the original image intensity, let ![L](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAOBAMAAAAGUYvhAAAALVBMVEX///8WFhbMzMwwMDCKiopAQEAMDAzm5uZ0dHS2trZQUFAEBAQiIiJiYmIAAAABNESBAAAAAXRSTlMAQObYZgAAAFNJREFUCB1jYGC48/oUAwhwvgBTDLzPITRPAoTmC4DQ8xwgdF8BhLaGUAybgTRQiAmonb2BgYHjEQMDL5DPvIGBQRkoxW3AwJnCwMAqlxqct4EBADnSDsoMJXnTAAAAAElFTkSuQmCC) denote the [scale space representation](http://en.wikipedia.org/wiki/Scale_space_representation) of ![I](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAOBAMAAADkjZCYAAAAMFBMVEX///8WFhZ0dHTMzMxAQEAMDAzm5uZiYmKKioq2traenp4wMDAEBAQiIiJQUFAAAAAqWfMlAAAAAXRSTlMAQObYZgAAAENJREFUCB1jYGB4+2cXAwMD5w8gwcD+DUTyBoBIfgcQOb8BRNYngMitIILhNIhg/gQimT6DSO4DIJJnA5BIkT9twAAAZAkNu93DaxIAAAAASUVORK5CYII=) obtained by convolution with a Gaussian kernel

![g(x, y, t) = \frac {1}{2{\pi} t}e^{-(x^2+y^2)/2t}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAANwAAAApBAMAAACsK1oYAAAAMFBMVEX///+enp5QUFAwMDAEBATMzMxAQEAMDAzm5uZ0dHQiIiK2trYWFhaKiopiYmIAAAA3OGdxAAAAAXRSTlMAQObYZgAABBtJREFUWAntVV2IG1UU/iaTSSaZndkRoVDxJ/hHF4quFH/2QdgXX3zQsVqoUNjxoYHWugbEp4KMLnZVcHfagrCoa/ChICJGHxRFNPZBLFUJ1BcF29hiXWQboui6KjWec2fuNMnedLdDIz54Ye455zs/3/0fIGUz/ZSJ6dJ2VdPlpcua2fev0kH/ny7dRqmy/jOLeXJP1/B6jC78UlXl7GpUxQzzXlKMjWfZ2plA6RQVnRNQLa2qN5KSbDjM7idQOkVF950oFWSpvhZXZWOcdF9rvQnDTcdFWSq6alRtjEQuUgEyXgUK7hw+CXKhRBEkWq8yCFfQWb5ItRskJB0bL9DgcB1G3QubmvFE6Nru5bUQI5nHV7b0e5wGNu/5ybuG14zpztRmwUYe2A4L8w/c+L1MSRQJSJkLpLauzLlmeLW+o9OhFKIrHGh8a7AxEuAmSr4ZJ2QJY1xqPdKqwFR7esKAs+VyOczVgOuFY2bbndvueC6LaWERHRWxfSQXsuj15Udmpg48ovSowIwLfGpGHl7Mq7BfGHloDeBaBPtjJ3ap0oGREvCh2qVAC6G91HYiB9MdMtvCyPPSWksv1trvxFmnY9knRmm82T5ssGmO29OtHyI/080crgvjPRwApjodTNAk0Tp3HG+R/ODs3GHhfvg26E3WNr1drqFIlBdt1lgr9t91IY7p3FxTALvRdbyLobOKewAjLFZf89jfvAGjPA5gmb4oZ98X3KoM9rczySXb3uMy2rMBA0ZTvCuxbxl2BauAQztlMaZ5X9ELILyvU58pCXVgp03i3dhpRYOUoWO7heYwYdL+QM5Hm15yuvYCNI1V/Bi5fybh+JEu+9FOT8PIGwu9LDJQKe3fkA+ZDvTORI2O/xGhWTTpNXRxUCLidU/siytOG/MeLyawlWbIbaSJ80Jx6gREizl47+ZrInaDXaGCr8H30cJRPC+Ssq6YFlD06RZ1PePKkrQFlqf0qEBj0nwCuBs4teMpNPFQk2bX0Csw7iMlvIK6dUZPJ3ezqvAA7NDCMeAl4MGFmcUAUxWa58SyD+N3OqMTruKaa+XPgu5a04vrDKg7mI7kX8BsAoWs8RktxNCmxBUrH6NYkdj7UtmoNGFP0gYlA2yA9vAVyrbjCrf3V6KZ/y2xrVLZqLwVszQVczyON8k4bjxJ1tMRYvmxJxErwJ/SOCqVjcoTi49y6DdxPD/oJ08H1Dfpo6ZHoqunk3WvNPkdSNMKtQFZSwrc+AU6PS2/antXxFgVIZcTyqzisbmdWwI49ctZdlCtKVerZVCid4C+4bcvieIZoxRdmKHT6Q2iOKg1If9Tw2U8R+8rPi+U+PcbDJeKqtsh/YqtukNX9Yi8LkMk/ajVugV6qTAJHNPoVRhyu7/TOY+sZxDdlQcvkesfZTL5MmuIdZAAAAAASUVORK5CYII=)

with local scale parameter ![t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAANBAMAAACX52mGAAAAJ1BMVEX///90dHQwMDDm5uZiYmIiIiJAQECenp4WFhZQUFAMDAy2trYAAABmMbAdAAAAAXRSTlMAQObYZgAAAEBJREFUCB1jYOBewMDAwNkAJDgmAAmeAgaGspi0DQwMHkAeQySIOA7E3IeBBEsDMwMDUwILAwOrQDUDA7tKAQMAIUYIf3C8lMMAAAAASUVORK5CYII=):

![L(x, y, t)\ = g(x, y, t) * I(x, y)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAPsAAAAVBAMAAAByEoVnAAAAMFBMVEX///+enp4WFhbMzMx0dHRAQEAMDAzm5uaKioq2trZQUFAwMDAEBAQiIiJiYmIAAAApaaL9AAAAAXRSTlMAQObYZgAAAuBJREFUSA2VVk1oE0EU/pJN3Owm3Y1CvXgJ3uxBcyheLHTpwZ+LjUoRD0JEBU+ygnrx4OLBk+iCZ2nA3nqJmJMo9OJJEEErKEjWohYEbaTaevDgezMbMrsZmuyDzvuZ7/veZGZ2KNA3sx+kvZ8uDPJMnCFwQvjxQDUZnUimapaJMwSWwj/+PSNJp6rqqnExsUp1ZlyO3X0ZaBpIYesvSx5RdQex1YTZHqTJaGzOYqBrIIWdbRZ9m1TuZ3YNONVP0n5szgZtoAYshCeaJGvU0toyz7eAR/qpDJz3+gZC2G2QvENtdOZWgYpugmrjc/7owUKYDwYTNFgnz36R5zz9BOWIqpjsLoSYoCWkzfl5JxzNKXqCx7dLBxbC8z5hKnVgGp8KmwIfLcMNRLRGYzESIXB6P9sbzt5hwx/J8e1AMPl26cBC+DlDXFpDhCmEnOTqB7FIBbKP9Ge3OEqYU8Pd0ZwX1x9eZVq5qW8ghF8RwHd5wC8ayUxjG99kyBWnIWNldD0sYCQnt7osfk6lTe2JnW7AwsZv6ufxLHK9uINdw6oILf4oNe0f1HFJKO7M2ftBqMx6sn0azMJ83I7v+gSkruyAfATxFsGp0Uttt0RRPfsNmJti83fk7FnaJ772+brc/DSYhcsrwA3sCoEw3zI90alSFT+b7mvDoasni2ImHo6itDKa89mpHmcC3y5dAxamgzGuoBygtHk4cmC8Jmw+oNsyE1Hg7aaBlpayGdxsj8GJF863S9OAhYvdywuHeig0YHSOddZhbBHW6qw1MNuk29Cpap+dwtKcNwbHol2HeX7rDJ3xcAPlPTOpl7SCcPzaeXFlMvYJdztEJo4OrAif64uXKJjCHI1BXHoae8X5uEdZJo4GrAjf6otfo+CAcZE2jTaAzWpIr4x2z7xAaSbOMFgVLnmxfET+/nefvsa4UI694kqdryGl2TheLBCRFw0SwvJfnxiiunU1ScaZOENgEv4PuvjwdTP3P3sAAAAASUVORK5CYII=)

and let ![L_x = \partial_x L](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFEAAAASBAMAAADRbS/HAAAAMFBMVEX///+enp4WFhbMzMx0dHRAQEAMDAzm5uaKioq2trZQUFAwMDAEBAQiIiJiYmIAAAApaaL9AAAAAXRSTlMAQObYZgAAARRJREFUKBVjYMANprijyb39swtNBMLlErB2gLBgKjh/YFXI4MnAkAmRgang+45dZS4Dw2qIDEwFbwJ2lc0MDD4QGZgK/gDsKoGi/hAZmIr5DdhVVj1xXg+RganwL0CoZFUCAV2QAGcyA8s1iAxMxR6EQmRWTQMDx1eIAEzFaSAXyViY6m0MDBzQ8IOqYP7CwMDuAJNH0EDzuA6AuTAVLJ8ZGPhgZiLcCQpttgVglTAV3ECNpQwiIW8NwMIwgvMnA4MMRBiigoGBZwMDcwa7gxA3qkqGgwzsmRBhsAoGBtb7qaH6HxgYVsEMg9FCBnMFwMIwFTAJRXYYC0ozv2oAsjCEOZ5/4ENTCeJiEeaIe/cYm0okYQDsB0XHufuaEwAAAABJRU5ErkJggg==) and ![L_y = \partial_y L](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAE8AAAAVBAMAAAD1D64kAAAAMFBMVEX///+enp4WFhbMzMx0dHRAQEAMDAzm5uaKioq2trZQUFAwMDAEBAQiIiJiYmIAAAApaaL9AAAAAXRSTlMAQObYZgAAAU5JREFUKBV1kr1Kw1AYht+QpKdpY+wNCKIXYGYHdagIilgUwUmyiD9TlmZxMDcgZnKtgoODSCldFIeMgku8AruLEFDQwcHkS778Ec/w8f4853BOCPDv0rp2ufv4fSwHqbuWx4liQPup5RQPDY8aBozvWrARoDWkhoEpqxZsmlB8ahiY7tWCUaiE1DAwcGtBcd9dTEAGtuwc3J6LVxAHlyY2LWoYeCJXHeIZuOhRysBL5AqHpjvaVgS6ZFJA/gLECiXFEb/gjgIGlE/A4BPzO8YvOCGQgbYP9PHuOZRmY+BB8o0HYSEBAH0I+Ujpu+cZQ0LvwPHW9ppBAgDq28HuQih07JdBaV57he2rkwTIyhkcZzoRS7eAFKT/Rd6tizA3mVKuzjKditON2WoUeTEeVdOOOqlGkZeqN4ccOvwpi/yyOCzaWN/sVJPYt1ZNjv8Aqh9PeNPZ9qYAAAAASUVORK5CYII=) denote the partial derivatives of ![L](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAOBAMAAAAGUYvhAAAALVBMVEX///8WFhbMzMwwMDCKiopAQEAMDAzm5uZ0dHS2trZQUFAEBAQiIiJiYmIAAAABNESBAAAAAXRSTlMAQObYZgAAAFNJREFUCB1jYGC48/oUAwhwvgBTDLzPITRPAoTmC4DQ8xwgdF8BhLaGUAybgTRQiAmonb2BgYHjEQMDL5DPvIGBQRkoxW3AwJnCwMAqlxqct4EBADnSDsoMJXnTAAAAAElFTkSuQmCC). Moreover, introduce a Gaussian window function ![g(x, y, s)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEcAAAAVBAMAAADm2O7QAAAAMFBMVEX///+enp5QUFAwMDAEBATMzMxAQEAMDAzm5uZ0dHQiIiK2trYWFhaKiopiYmIAAAA3OGdxAAAAAXRSTlMAQObYZgAAAZxJREFUKBV1kj9oE3EUxz/m8ouXP3fN5JqAU0EwDh1aELq4lgPrUBBM5y6B4iSUKw7BxR4pCKFSndwqXXWxuEmgBhShHdozQ6sQJR2kERF8v9/ll5Q0Prj3Pu/P731/dxwMLLQwHi80UsF40+ZbFuDrCMcoE9qCqli6FN1hK/dfNVi25+5bmBDf2lrHwoSY1rWfP1rsSHxz8nTTzCzdwokNqekm5IryRH6fO6Ci3MsX5mrxdabaZqjARkBGDnTxavTBp1DO69aVYJ93oSYOkUqqDL/JVOmBy5TsFXNVn1NDlF7Lar+K94urkR6CUtIhtcerBLMfz8yQ39O6Igc3ZJu2QsxfAypgzshla3yGR4j6e56YXrqYN4dIV/gCmQg1767CbTi+t0bMYiyb2k4NtQBOyIyku9BofoBncLf5eDvkQU12znarqHOB7w25uPmY7h+oGx3tIu30e2Y1aLum39ybF91dk4trI3d7LuDZiijepC7Hhv+DK0lLPZSB9cFQvgqftld0djAo+RKPOqH4WB5tThK0zw71RrWEvsE/1mVXHajx+awAAAAASUVORK5CYII=) with integration scale parameter ![s](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAJBAMAAAD9fXAdAAAAKlBMVEX///8wMDBAQEAMDAyenp62trYiIiKKiorMzMwWFhZ0dHRiYmLm5uYAAAAJLMyUAAAAAXRSTlMAQObYZgAAADZJREFUCB1jYDi9agEDwwSeGwzsCQwNDKw3dzAwMFTedWDoYGBLYDBi4FJgkGFgO8DQvWoPAwAZTwu6NrQUMwAAAABJRU5ErkJggg==). Then, the [*multi-scale second-moment matrix*](http://en.wikipedia.org/wiki/Structure_tensor#The_multi-scale_structure_tensor) [[9]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-lindeberg94book-9)[[10]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-lindeberg08enc-10) can be defined as

![
\mu(x, y; t, s) =
\int_{\xi = -\infty}^{\infty} \int_{\eta = -\infty}^{\infty}
\begin{bmatrix}
 L_x^2(x-\xi, y-\eta; t)                               & L_x(x-\xi, y-\eta; t) \, L_y(x-\xi, y-\eta; t) \\
L_x(x-\xi, y-\eta; t) \, L_y(x-\xi, y-\eta; t) & L_y^2(x-\xi, y-\eta; t) 
\end{bmatrix}
g(\xi, \eta; s) \, d\xi \, d\eta.
](data:image/png;base64,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)

Then, we can compute eigenvalues of ![\mu](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAANBAMAAABvB5JxAAAAMFBMVEX////MzMwwMDBQUFB0dHSenp4MDAxiYmIWFha2trZAQEDm5uYEBAQiIiKKiooAAADoe+fAAAAAAXRSTlMAQObYZgAAAFBJREFUCB1jYOC7wMCzgYGBdwHDewYGBv4HDGuB1PwNDO1AqoyB+yeQusXA+gFIfWfganBg4PzMMGNBAQN7UkmgugBIGwgAtYEAUBsIPAKTAMwpE4mY+E4SAAAAAElFTkSuQmCC) in a similar way as the eigenvalues of ![A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAOBAMAAAACpFvcAAAALVBMVEX///8EBAQwMDAWFhYMDAzMzMxQUFDm5uZ0dHRAQECenp6Kioq2trYiIiIAAABp/7dJAAAAAXRSTlMAQObYZgAAAFhJREFUCB1jYACBO2CSgYH7FZTB+QLKaH8GYbAeeAlhcDH4QhgHGC5DGAEMimAGx8yZdmBGOANDXwGItYCBYd8BIM0NxOuAHIaTQBzXwMAQ+24DA5udJAMA4FASfF+qg+0AAAAASUVORK5CYII=) and define the *multi-scale Harris corner measure* as

![M_c(x, y; t, s) = \operatorname{det}(\mu(x, y; t, s)) - \kappa \, \operatorname{trace}^2(\mu(x, y; t, s))](data:image/png;base64,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).

Concerning the choice of the local scale parameter ![t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAANBAMAAACX52mGAAAAJ1BMVEX///90dHQwMDDm5uZiYmIiIiJAQECenp4WFhZQUFAMDAy2trYAAABmMbAdAAAAAXRSTlMAQObYZgAAAEBJREFUCB1jYOBewMDAwNkAJDgmAAmeAgaGspi0DQwMHkAeQySIOA7E3IeBBEsDMwMDUwILAwOrQDUDA7tKAQMAIUYIf3C8lMMAAAAASUVORK5CYII=) and the integration scale parameter ![s](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAJBAMAAAD9fXAdAAAAKlBMVEX///8wMDBAQEAMDAyenp62trYiIiKKiorMzMwWFhZ0dHRiYmLm5uYAAAAJLMyUAAAAAXRSTlMAQObYZgAAADZJREFUCB1jYDi9agEDwwSeGwzsCQwNDKw3dzAwMFTedWDoYGBLYDBi4FJgkGFgO8DQvWoPAwAZTwu6NrQUMwAAAABJRU5ErkJggg==), these scale parameters are usually coupled by a relative integration scale parameter ![\gamma](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAANBAMAAACN24kIAAAAMFBMVEX///+2trYWFhaenp5AQEAwMDDm5ubMzMwMDAwiIiJiYmKKiopQUFAEBAR0dHQAAAAJanToAAAAAXRSTlMAQObYZgAAAD9JREFUCB1jYHh7h4FhAwPXvBUb+BgYahjYArhAfIZt2xlAIPsBmGIxAFNMYJKBBUJJQ6hlEMoBQgWAKTagCQC/WQsNmnAw8QAAAABJRU5ErkJggg==) such that ![s = \gamma^2 t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADwAAAAWBAMAAABu5eIRAAAAMFBMVEX///8MDAxAQEAEBAQwMDBiYmKenp62trYiIiKKiorm5uYWFhZ0dHRQUFDMzMwAAABHP1+oAAAAAXRSTlMAQObYZgAAAPBJREFUKBVjYMAOUiMKsEuARbkC2H/hkWb7wPANjzRDAdc/fNIMvAp4pScBZQtxqmAL4GJguI1TunTVdAaGvbik+f7//8AAdvzbMwdQFR3+xMAwASjEpvFJnYFhA9gL2rtBoAEoyttz+gAPWAPrBgYGzgYG1OCrZWBwgEhzXAAa8SMOrBROHGBgmDcLzONPAFKn/4NIFLDyAJhbv4CB4R0DSwMDAwPCbiCHKQFIMDBEMyxgMGHgVABzkAhuCLuJIYDBi4HlAZIMmMkLEdjDlsBQeuYeuixDJUQk5RiGDFggHLswTLQBxsBO45fmOwDXBQDRBjlf8xU6dgAAAABJRU5ErkJggg==), where ![\gamma](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAANBAMAAACN24kIAAAAMFBMVEX///+2trYWFhaenp5AQEAwMDDm5ubMzMwMDAwiIiJiYmKKiopQUFAEBAR0dHQAAAAJanToAAAAAXRSTlMAQObYZgAAAD9JREFUCB1jYHh7h4FhAwPXvBUb+BgYahjYArhAfIZt2xlAIPsBmGIxAFNMYJKBBUJJQ6hlEMoBQgWAKTagCQC/WQsNmnAw8QAAAABJRU5ErkJggg==) is usually chosen in the interval ![[1, 2]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACQAAAAUBAMAAAAXVIIGAAAAMFBMVEX///9iYmKenp7MzMyKiooEBAR0dHRQUFAwMDAMDAy2trbm5uYiIiIWFhZAQEAAAACmG8sEAAAAAXRSTlMAQObYZgAAAKpJREFUGBljeHuAAQXkzmYAinA/gAouf1PAwNANEloJxCDAJcBwFiK0o/YAWISBj4FhfQJEFQdUiLWAgb8BVYj3AQP/AVQhoHZ7AQyh0g3oQly/IDYywIxnYOBVwBBqARoHdipcFaMDwwI0ITcGhgKo0AUGhp0JQA9dFBSHOIK9/0c1w1agMOv///8dIKqAZjIwAFVBANh4MNMBKoJQxayAIcQCEwGqwgxoAGaSPiSO5aXxAAAAAElFTkSuQmCC). Thus, we can compute the multi-scale Harris corner measure ![M_c(x, y; t, \gamma^2 t)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHgAAAAXBAMAAAAy6JZuAAAAMFBMVEX///8EBAS2trZQUFCenp5iYmKKiorm5uYiIiLMzMxAQEAWFhYMDAwwMDB0dHQAAAAQatRoAAAAAXRSTlMAQObYZgAAAoBJREFUOBGVVEtoE1EUPSYzmUxiPlt3A6ILEY1IV0XIQhcK0sG6kFYkCBJ0YceFcWPrgOKiCzt1J6INgigqGhQ3glIEF7oxCxHclCfYjaU24Ke0ivW8+yYmJIj0wjv33PPenfe5lwHWbfuOeOvOaSc4fmK5zXt90Cv0xlYL37Tm9E4Ayahf61E8Z0UreU/j4i+NS88k7bDm/7FkXRbc0ehOEZxHcl63KXovJGa7lVMMtgPjWsuPcc/8A5lOy/ZCuyHZ6Iosn9cdBDJlivYF4v43Mn1dsA+ypS5py7njwBMgEVK0Cwqo/pDpYcE+KJQ7kru21oI8eJFibWMJKcvU7jLjHSNnF2XtzXfI+dM+cGDqnifKx1WgQmbdXb0FXCKrppu4mtSfATbx/VQ6XIp04O9BoXKGyRjVIet4ZUHlhdkNutscfqYBlW2KyP1tZEsJHVjRU+wMRL4oiM1A0ySnS1R2c/h20Qr0vWkt3TnxDR13GUdFNS0FKOBkVRRZMsLFKtWqYSgSkcnAkFCesoFJoV3NXFOiyImYnIoSKwq7TII822Dct1kfpgZ2g5U1JsXVjxDIsW043z08Z58cK+Ely8caTsjKDeV4y3TdbidnDZmEDzxkowBfgd/AAJvwPTB27RVndIWyldwsphWJ2isCE5Mm+YVVBh4j8/YDQuf+z7qr7/sZuPFlfD7AzCzPMDdax0yT7z5XFoELtnLQDn4iFIUK5EO6839jpZl+VCHkxh8ii82qtxk/H7J5Ml5bqOj+XWCkYoUCLRQUyEUdjoH5CA4PKeaUeSf3Nb/pdQSy0EQat3VozE7HXj/vieFAN5wx410Vh3TtfTqK+bl04n8zO8AfRZeTYiF6ChIAAAAASUVORK5CYII=) at any scale ![t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAANBAMAAACX52mGAAAAJ1BMVEX///90dHQwMDDm5uZiYmIiIiJAQECenp4WFhZQUFAMDAy2trYAAABmMbAdAAAAAXRSTlMAQObYZgAAAEBJREFUCB1jYOBewMDAwNkAJDgmAAmeAgaGspi0DQwMHkAeQySIOA7E3IeBBEsDMwMDUwILAwOrQDUDA7tKAQMAIUYIf3C8lMMAAAAASUVORK5CYII=) in scale-space to obtain a multi-scale corner detector, which responds to corner structures of varying sizes in the image domain.

In practice, this multi-scale corner detector is often complemented by a *scale selection step*, where the scale-normalized Laplacian operator[[8]](http://en.wikipedia.org/wiki/Corner_detection" \l "cite_note-lindeberg98-8)[[9]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-lindeberg94book-9)

![\nabla^2_{norm} L(x, y; t)\ = t \nabla^2 L(x, y, t) = t (L_{xx}(x, y, t) + L_{yy}(x, y, t))](data:image/png;base64,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)

is computed at every scale in scale-space and *scale adapted corner points with automatic scale selection* (the "Harris-Laplace operator") are computed from the points that are simultaneously:[[11]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-schmid-11)

* spatial maxima of the multi-scale corner measure ![M_c(x, y; t, \gamma^2 t)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHgAAAAXBAMAAAAy6JZuAAAAMFBMVEX///8EBAS2trZQUFCenp5iYmKKiorm5uYiIiLMzMxAQEAWFhYMDAwwMDB0dHQAAAAQatRoAAAAAXRSTlMAQObYZgAAAoBJREFUOBGVVEtoE1EUPSYzmUxiPlt3A6ILEY1IV0XIQhcK0sG6kFYkCBJ0YceFcWPrgOKiCzt1J6INgigqGhQ3glIEF7oxCxHclCfYjaU24Ke0ivW8+yYmJIj0wjv33PPenfe5lwHWbfuOeOvOaSc4fmK5zXt90Cv0xlYL37Tm9E4Ayahf61E8Z0UreU/j4i+NS88k7bDm/7FkXRbc0ehOEZxHcl63KXovJGa7lVMMtgPjWsuPcc/8A5lOy/ZCuyHZ6Iosn9cdBDJlivYF4v43Mn1dsA+ypS5py7njwBMgEVK0Cwqo/pDpYcE+KJQ7kru21oI8eJFibWMJKcvU7jLjHSNnF2XtzXfI+dM+cGDqnifKx1WgQmbdXb0FXCKrppu4mtSfATbx/VQ6XIp04O9BoXKGyRjVIet4ZUHlhdkNutscfqYBlW2KyP1tZEsJHVjRU+wMRL4oiM1A0ySnS1R2c/h20Qr0vWkt3TnxDR13GUdFNS0FKOBkVRRZMsLFKtWqYSgSkcnAkFCesoFJoV3NXFOiyImYnIoSKwq7TII822Dct1kfpgZ2g5U1JsXVjxDIsW043z08Z58cK+Ely8caTsjKDeV4y3TdbidnDZmEDzxkowBfgd/AAJvwPTB27RVndIWyldwsphWJ2isCE5Mm+YVVBh4j8/YDQuf+z7qr7/sZuPFlfD7AzCzPMDdax0yT7z5XFoELtnLQDn4iFIUK5EO6839jpZl+VCHkxh8ii82qtxk/H7J5Ml5bqOj+XWCkYoUCLRQUyEUdjoH5CA4PKeaUeSf3Nb/pdQSy0EQat3VozE7HXj/vieFAN5wx410Vh3TtfTqK+bl04n8zO8AfRZeTYiF6ChIAAAAASUVORK5CYII=)

![(\hat{x}, \hat{y}; t) = \operatorname{argmaxlocal}_{(x, y)} M_c(x, y; t, \gamma^2 t)](data:image/png;base64,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)

* local maxima or minima over scales of the scale-normalized Laplacian operator[[8]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-lindeberg98-8) ![\nabla^2_{norm}(x, y, t)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAG8AAAAXBAMAAAD3mgz/AAAAMFBMVEX///8WFhYEBAQMDAyKiopAQEBQUFDm5uZ0dHTMzMwwMDC2trYiIiKenp5iYmIAAACxm318AAAAAXRSTlMAQObYZgAAAj9JREFUOBGVUz9oE2EU/6W19+WSy6WTDoKruEjWIkgWsWBobxEnS1ydQh0UQTmHgvinVl2qS2/oEAXhxgxiHPzTTomDW9WvSKNDLAGFoiDx97271NwlSx+X3/u933tfvu+9+w4Y2OduOKAH8krn9w60YFBc6OHvgO/72j5LkoQeqt/JLGCtpJU4vkvv7or9YJmXLqM43qa4pdMX4zHPpIvsIK1InC9BMZP/I1GAglapOmf8Sa1p4CJLWybttvHq6rnUwoepOA4zVeAleTMg5GD3+z2SYesMB/95sQ1MMHTMMMeO4Q0TjZ2bd2TN6gvktGEfW+dDOFwsTQZGStsJwPad1w9ML9CXUSxLxTZxShPYZJZ/MGq8SS4y1bzJFFaOoVmTmndEq0pgkzlR0tADFExHNGXv4WtUYC6Y6xHY5P1ISiEXAl9ikS/hrVC50rKQTQZxNunk0l/irsYyGr+EuNMU5KhorUbHEX0ITnFyOIxrIk2046/H8VwOxzdi87mkRmAdmH9yGhqPNHcs50qwT5L4nwihqXZMu6rb2AGWl1R39j1pg29/CXh6+/pyDWsl7l3f9mD/5HzrPJ+5ANQCQnZSF2Fp6/vk2Q3SMlNXTFLMN2jmm5WQtyD2dGoRj7EG68JiRD+wETmPKSmDvd4iOWQi2rPICVbQwT22UgEqPOVCDSqI04p7HbVnGN2IlLwXZ4xbwIy/hS16Pus4roFZo9M4Rsx1akTNHy1xYTZRb1u7VWyCzxFscJdsGNWN4DfgH2IgnL3bsZaAAAAAAElFTkSuQmCC):

![\hat{t} = \operatorname{argmaxminlocal}_{t} \nabla^2_{norm}L(\hat{x}, \hat{y}; t)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAS8AAAAXBAMAAACortSfAAAAMFBMVEX////MzMwEBAQwMDDm5uZiYmIiIiIWFhYMDAy2trZ0dHSenp5QUFCKiopAQEAAAACwBF8bAAAAAXRSTlMAQObYZgAABLBJREFUSA21Vl1oHFUU/mZ3Zjczs39WhFChWTC+1LaOighbpUMsCgo6YDepNQSjkodQzT74g6XgBu2Da9VRsQ8pJIu4Faskq2DzIJSttiCKuKBGDCpbbKL1p25rpbHFxHPvndmf2R0Sl3pYzj33O+ee+809Z+4sgFgZ/6t80G93lv/zzzpbt8ZVsqWeX2Noc5hW1Dp8ouY8fjO9iks+PtkHh+nnuKy4LZ/1yXfMB8fbfo614LpzDq896ol2ACXN5QEgUvFEoP/crQQpRVL1Dv+9HhUzyVazdeC/WPp1Ilre6FnlAKEVLkT/B08A7fkPg65kqtbhke8YTxIiJBs0RjJ82rnKeZcKQP2T4wZ0q6WXFP46DFNAvcPfcQvICP1KrnCJJ+hc+RDDmE05qVyvb//WmzyUJUTyORFG6AD540VSHYj0nrPIj9iUQQFBSCsrVW/6eIUQpeSFxZwRCgBHx87YzQHz00XMXrrPwPTQ/NYDm+f7rzg8CjD00LnEF/tcZMNF9aHvC1SOHNRPB02oN6dNHkUAl9DfNFDvt5GpMoEhUmrh1C6DB6zfiqC1znIIhYrAAMd/eorJg2RHDbwALN+VjGak3lewJREbRY8p0FswCReh/QMn8SMjNgv5ObxqaoaIcojxJhO78i0a1IxJk0ACWI8RTVwm1seIl/uIGCcUI2N3wwJmakncBGyiJ6rgIvAslCqVW6B9VqmGEKEuAzsZsc0ggvsRzIgot7bUZPxG8GxA0xsZFDcBC3ths4meeAJTBJAwQpESWq9lPf0ksJGIGaC3eh+UJOtDjqrLZh0hYhYnptMzz0j8WuNRLjFqsiBt0kauIcyMM+VuL0vnWS4mLJFSQcuHTN6DRbBDUHv1LKeRJWICxc+0iKgyhJ2YIKbRyz9zNesoEZWDVKQJqMnat5hElZDzjBj0KtMkdEk8xg1OiIgpGX7L1HuM3tZFiRMrFMwaDYHKA5UaUifGT0xlDyqicojlaQJqMoONLcLaSjFZKRkfNtBSi9WHhBOiUoYqCp/X1L1ljCiMmGIyzDkfgUYkUdzmE2PBi9RjKIsoOsoETzc2UeSjVwWTwD3osgE7XJLz3B0oOrXjhOjJwvkPm9cFLGlEY3tpx7eTxyEm0JN4w3SR+onhG0jjeD8BS0Tl9I9ECacebk7tzgIGpBcRLCN6tttSIF1LjnA5mMW6PBmMUNiGnvI8lbr78J3HJi8ch3z9ygV7cqn0yfLBbXs4uvMvbNviIpNL9/+xP/Ly6Q1LJX1hKEH3WAE8ioAvBYUQK6/cPzEEFKbl/vlHyJwYRGzspTPPVKFVIKXeTO2AtERhamqggh6Duo4RCogE7fUdNq5Ktnethv4iAtQKjVqXFUfEiuzq+mqUzHJtTzlLXi4a1/Q+IS8AHHXGtsO7hI639awKPt/w2Zb70I0eRE71gZuztdWnXStKxl68RTrvQDc4Y9uh24SaaetZFawebAiZwyAOUQ/NAXOYxoLp+m53jbvJeJraFLotIH7UrrdllH5Ln2gB1wakyg1xCxjPH8ERLIB+t6HXcn3RvGMx5Gv63EJxAJ972fFermEYqWIkXcIw6Pc4Rou1xL7/oHcA/wJIH2pCWrOBtgAAAABJRU5ErkJggg==)

The level curve curvature approach[[edit](http://en.wikipedia.org/w/index.php?title=Corner_detection&action=edit&section=6" \o "Edit section: The level curve curvature approach)]

An earlier approach to corner detection is to detect points where the [curvature](http://en.wikipedia.org/wiki/Curvature) of level curves and the gradient magnitude are *simultaneously* high.[[12]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-kitchen82-12)[[13]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-richards88-13) A differential way to detect such points is by computing *the rescaled level curve curvature* (the product of the level curve curvature and the gradient magnitude raised to the power of three)

![\tilde{\kappa}(x, y;t) = L_x^2 L_{yy} + L_y^2 L_{xx} - 2 L_x L_y L_{xy}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAUoAAAAaBAMAAAAj/gh1AAAAMFBMVEX///9QUFAEBARAQEAwMDB0dHSenp7m5uYWFha2trZiYmLMzMwiIiIMDAyKiooAAAAooZB+AAAAAXRSTlMAQObYZgAABKtJREFUWAm1Vl+IG2UQ/yV3yV52YxIRsehLHqqICB4cpfUsEsWDqggnLRbvpXlQsFUwcK1CoV5KVU4fNKAPpSAXULkSD81D64scWREKckoPLEpfJNCHolSI1j9g7cWZ+b5kZ7O7nF7pwHzz+34z3+y3s7P7LbBFObTS2HxltvX15kE3McJp5v7aPP1RLNU2j/ofEU5CbAKf7eHPhBWKfhnFqpreOLwrIUUm4cE2nGsJKxSdw0JbTW8A/rLm0mq3mpRiZ8Sx8tsjxKUmaTAwEkGEe357icxtAYyJyk6dqA1D2W9XMQyl9ron14g7w46ofAAcjrC5DaYu8WAgo4gsdYkq8K1AIINROYX8OnHKH8C41LzTGNkGjFVHeZffm2yTO1ZgyE+1MfIZo0PgUaClQ2YS3t9hfxAaTQ2vHlo9nByncvnDmQVy/6de/YmmAkN+fzD7lkBu+bUGGYaxchX4hxzKH8Boaril2CzyHpdHXcVJwOv3e8QzDIs/mNIO0On3ecowVi4A95ND+QMYTn0RV3rId+nG53Z+XOFk3r4qnvDuo6e6++qDwDnmtAS9ozvKRvjWqrZSUKcR7P0aam4Vqq5CIb2jnzeRbgNn8U1Gvi5uqoINh3YJt07DNKfbtcjiM8SBmpgRaDnf2kzw0VfQOgOTojDlV1BdhTZybpbWFOnCTRxHg9e/ODE4WPIlmt7KnJZHg4mClvStHS9bACg45AagUw35VWgodf71HbSiSFobnCa1Ts1dlzRycnwoUA3bJVgIBW2Ab226AthzS0Fxel+wUF1I3iFNV+JCQ6nTjXHf7BJ06hnZhvykIDmFR3fp/UFJZ8WvoMz3LC7ea/uiQxFHTDoFhTjzGEuT8XiXBuUPYDj1EnVmTp44UnX5ugFvo8irgdNMyBNXfcnN6xJPoqDMafAtONAGlg1W0DqH5lPkqM/jQsOpT6NQzuCWBtCYKNkS3TP4lfkKTYA7Qgv3zrwhDPyocQysIr4xoLZyJg0WmN07t8Zq3cYUZkHH89Bvofu4sy7NPI/nd6y0OfWXyK5f5soXrq02XfAHiJrlKXh3E3gjWwXeMhmHY7oC70czE5iZ715hNZRvDKitVrsGCzySrT/Jat3GnGy17oQJNT4J3f9wwUear+LMvjB+llN/D8x0kaGzamb/zDK867T+/bkT8H4n8NwzNJRJlYyd/27q3Z7cpYFOGtOsJsY3Zvf1qV19SFUMRKpEfyikWh7o9zeg/AbWymNNexVqtyA1qMRWMmLp39EA+rTb5zYIMJbvsm2pl3ARrCK+JcVIVSwxUa2BNUkCX9bnBjTyphOkBuiMMVIAJkqZerDL4WYGEdYGn9GnnR5YRSrWLYarYuc/L6DJaqcRo3yZ0oJ1F5Z7bpBa/Z+9QrtsrFKZDtrI9yIJDUF3aeXwvjpYo6KqcqnVarNGgwyjfM7MHhtVmG59olPT22akST+FrTsIExCpWBs2cpeWqlLBWKMSVCXqS2aygx43ITr1swmr7Jdx1Ct3aUivd6zGOhpC86AqMc5EquP8oHwJqVXEf4O3PwSwRmWkKtGAWCa1N9QX8aljV26NDFdlazlu/qqRqmz5gv8CjmNjf09sNHkAAAAASUVORK5CYII=)

and to detect positive maxima and negative minima of this differential expression at some scale ![t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAANBAMAAACX52mGAAAAJ1BMVEX///90dHQwMDDm5uZiYmIiIiJAQECenp4WFhZQUFAMDAy2trYAAABmMbAdAAAAAXRSTlMAQObYZgAAAEBJREFUCB1jYOBewMDAwNkAJDgmAAmeAgaGspi0DQwMHkAeQySIOA7E3IeBBEsDMwMDUwILAwOrQDUDA7tKAQMAIUYIf3C8lMMAAAAASUVORK5CYII=) in the [scale space representation](http://en.wikipedia.org/wiki/Scale_space_representation) ![L](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAOBAMAAAAGUYvhAAAALVBMVEX///8WFhbMzMwwMDCKiopAQEAMDAzm5uZ0dHS2trZQUFAEBAQiIiJiYmIAAAABNESBAAAAAXRSTlMAQObYZgAAAFNJREFUCB1jYGC48/oUAwhwvgBTDLzPITRPAoTmC4DQ8xwgdF8BhLaGUAybgTRQiAmonb2BgYHjEQMDL5DPvIGBQRkoxW3AwJnCwMAqlxqct4EBADnSDsoMJXnTAAAAAElFTkSuQmCC) of the original image.[[7]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-lindeberg94icip-7)[[8]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-lindeberg98-8) A main problem when computing the rescaled level curve curvature entity at a single scale however, is that it may be sensitive to noise and to the choice of the scale level. A better method is to compute the *![\gamma](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAANBAMAAACN24kIAAAAMFBMVEX///+2trYWFhaenp5AQEAwMDDm5ubMzMwMDAwiIiJiYmKKiopQUFAEBAR0dHQAAAAJanToAAAAAXRSTlMAQObYZgAAAD9JREFUCB1jYHh7h4FhAwPXvBUb+BgYahjYArhAfIZt2xlAIPsBmGIxAFNMYJKBBUJJQ6hlEMoBQgWAKTagCQC/WQsNmnAw8QAAAABJRU5ErkJggg==)-normalized rescaled level curve curvature*

![\tilde{\kappa_{norm}}(x, y;t) = t^{2 \gamma} (L_x^2 L_{yy} + L_y^2 L_{xx} - 2 L_x L_y L_{xy})](data:image/png;base64,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)

with ![\gamma = 7/8](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEMAAAAVBAMAAADvM06qAAAAMFBMVEX///8MDAxiYmKenp7m5ubMzMwwMDC2trYWFhYiIiJQUFCKiopAQEAEBAR0dHQAAADDbALpAAAAAXRSTlMAQObYZgAAASpJREFUKBV9UbFKxEAUHJckd9mLi5+QRgQFObC0SXGFYmMlIhb5hLPVxk47U1jLgT9wcGophyhYCAr6AVva2Ahq4UGcF2FZjuQGdnbmzZBkN8AMdGdk/1EnbayYxV4vYxptY2/5vramy7L8ZRIjGGCjtpKM1tZzJrfQfehhXUcBScbgHJFtqATAiI2ggPlEm+pjAkw/LBwwMBY4O3kA9MW7NRzg8VRQiESUkWJSVKbAIZBXFQ4ddkRtcq0efAMWuL6SiY87MSuAsnhORW9ZYR+vYvjOObYWRCddYe9bWj/0YQ7scn/hqs4lu4P5olRDYJ5Hz2WshXwoqciFqLH8KOJIyEfnjW5fJjdPvBdiqeJpuvQHhW+cPnaKorbSGnuV0HrGyaTvZJOIXfAH33o86yuMpcYAAAAASUVORK5CYII=) and to detect *signed scale-space extrema* of this expression, that are points and scales that are positive maxima and negative minima with respect to both space and scale

![(\hat{x}, \hat{y}; \hat{t}) = \operatorname{argminmaxlocal}_{(x, y; t)} \tilde{\kappa}_{norm}(x, y; t)](data:image/png;base64,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)

in combination with a complementary localization step to handle the increase in localization error at coarser scales.[[7]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-lindeberg94icip-7)[[8]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-lindeberg98-8)[[9]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-lindeberg94book-9) In this way, larger scale values will be associated with rounded corners of large spatial extent while smaller scale values will be associated with sharp corners with small spatial extent. This approach is the first corner detector with automatic scale selection (prior to the "Harris-Laplace operator" above) and has been used for tracking corners under large scale variations in the image domain[[14]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-brelin98feattrack-14) and for matching corner responses to edges to compute structural image features for geon-based object recognition.[[15]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-lindebergli97-15)

LoG, DoG, and DoH feature detection[[edit](http://en.wikipedia.org/w/index.php?title=Corner_detection&action=edit&section=7" \o "Edit section: LoG, DoG, and DoH feature detection)]

LoG[[8]](http://en.wikipedia.org/wiki/Corner_detection" \l "cite_note-lindeberg98-8)[[11]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-schmid-11) is an acronym standing for *Laplacian of Gaussian*, DoG[[16]](http://en.wikipedia.org/wiki/Corner_detection" \l "cite_note-sift-16) is an acronym standing for *difference of Gaussians* (DoG is an approximation of LoG), and DoH is an acronym standing for *determinant of the Hessian.*[[8]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-lindeberg98-8)

These detectors are more completely described in [blob detection](http://en.wikipedia.org/wiki/Blob_detection), however the LoG and DoG blobs do not necessarily make highly selective features, since these operators may also respond to edges. To improve the corner detection ability of the DoG detector, the feature detector used in the [SIFT](http://en.wikipedia.org/wiki/Scale-invariant_feature_transform)[[16]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-sift-16) system uses an additional post-processing stage, where the [eigenvalues](http://en.wikipedia.org/wiki/Eigenvalue) of the [Hessian](http://en.wikipedia.org/wiki/Hessian_matrix) of the image at the detection scale are examined in a similar way as in the Harris operator. If the ratio of the eigenvalues is too high, then the local image is regarded as too edge-like, so the feature is rejected. The DoH operator on the other hand only responds when there are significant grey-level variations in two directions.[[8]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-lindeberg98-8)[[10]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-lindeberg08enc-10)

Affine-adapted interest point operators[[edit](http://en.wikipedia.org/w/index.php?title=Corner_detection&action=edit&section=8" \o "Edit section: Affine-adapted interest point operators)]

The interest points obtained from the multi-scale Harris operator with automatic scale selection are invariant to translations, rotations and uniform rescalings in the spatial domain. The images that constitute the input to a computer vision system are, however, also subject to perspective distortions. To obtain an interest point operator that is more robust to perspective transformations, a natural approach is to devise a feature detector that is *invariant to affine transformations*. In practice, affine invariant interest points can be obtained by applying [affine shape adaptation](http://en.wikipedia.org/wiki/Affine_shape_adaptation) where the shape of the smoothing kernel is iteratively warped to match the local image structure around the interest point or equivalently a local image patch is iteratively warped while the shape of the smoothing kernel remains rotationally symmetric.[[9]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-lindeberg94book-9)[[10]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-lindeberg08enc-10)[[11]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-schmid-11) Hence, besides the commonly used multi-scale Harris operator, affine shape adaptation can be applied to other corner detectors as listed in this article as well as to [differential blob detectors](http://en.wikipedia.org/wiki/Blob_detection) such as the Laplacian/difference of Gaussian operator, the determinant of the Hessian[[10]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-lindeberg08enc-10) and the Hessian–Laplace operator.

The Wang and Brady corner detection algorithm[[edit](http://en.wikipedia.org/w/index.php?title=Corner_detection&action=edit&section=9" \o "Edit section: The Wang and Brady corner detection algorithm)]

The Wang and Brady[[17]](http://en.wikipedia.org/wiki/Corner_detection" \l "cite_note-wangbrady-17) detector considers the image to be a surface, and looks for places where there is large [curvature](http://en.wikipedia.org/wiki/Curvature) along an image edge. In other words, the algorithm looks for places where the edge changes direction rapidly. The corner score, ![C](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAOBAMAAADtZjDiAAAAMFBMVEX///9iYmKKiop0dHQWFhYEBASenp4MDAzMzMwiIiLm5uZQUFAwMDBAQEC2trYAAAADnChcAAAAAXRSTlMAQObYZgAAAGJJREFUCB1jYGDgu3NnAy8DA9fJBoa1pxkY2jcwMLB9Y+CqYQCCDww8USB6AsN7oDADwwOG+w0gmoGhFEIxfAHRXAwMYOWLGRiOg/hAte8fMDAwJTAwMFYwcJmBxN6cFgSSAIp1FofZdvvuAAAAAElFTkSuQmCC), is given by:

![
C = \nabla^2I - c|\nabla I|^2,
](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKMAAAAZCAAAAAB4VsFPAAAACXBIWXMAAAB4AAAAeACd9VpgAAAACXZwQWcAAACjAAAAGQARWndRAAAB60lEQVRYw82Xa5XDIBCFxwIWsIAFLNTCWMBCLWChFrAQC1jAAhuS8J4kpNnulh89zRS+3HkBBf/9A26tnjhI9wFVNfeexqf36vEBjTX3nkZ+mzDCvf0Gy67NF4MTCm7UaJADQ+fUYfFWY52qthUymMRgA1CgCNgUKdVodA+urfda4qFGBCzyMYVPnSwO1HCTEqAEWBVpbJY4sVk0vA7zCmDjdy2XBpyxNq6dhjX2oAyAhrtaksT58XgnwRwrYQJqdulltt/Yhc2uBRUAaLirRcnRirbANidMWONYqKGYsscFjQ2oBEDDXSw2x92/Tt6Q/Jemk/888Q+B6dQSPSgCgHJL4YWdBljjvfdj5Thx7Xxu2x4UAaRGoaldqtgbWBXIZTaaLsLH5eh4WMGyhA4UAaTGItUjgQxngJX90UCXY+zBVPOwB4oAWmORsHORi/99GKtyZDkHsQlTsmAHlAB0rvNWZclc81qM8K4P41k5pmTBDigBSI3PmKVp6KBAMMr4i+UYzzNbSKhBCUBq9CjmlptPbBysSEmUHpcnngX/rXKFhBrEJaHRMhUtej7PeV9j+4FsTUsBHrroEEDqWkIBKgC1RnjvbmblL138aRB0T5+4od77c1JNsOL7NWr9/RrR/4dGfn3Cn2t8Y/wA9dGNnnbdoSYAAAA8dEVYdENvbW1lbnQAIEltYWdlIGdlbmVyYXRlZCBieSBHTlUgR2hvc3RzY3JpcHQgKGRldmljZT1wbm1yYXcpCszMtoUAAAAASUVORK5CYII=)

where ![c](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAJBAMAAAASvxsjAAAALVBMVEX///+KiooiIiIwMDBQUFC2trYEBATMzMwWFhaenp50dHRiYmJAQEDm5uYAAABJEhdbAAAAAXRSTlMAQObYZgAAADlJREFUCB1jYOA9vYqBgWHGhbIABt6nDCUMDMwNQD4D3wYQWTcBRN4rYGAtYGASYIhmYOA9tTqAAQBIeAtoDFYrbwAAAABJRU5ErkJggg==) determines how edge-phobic the detector is. The authors also note that smoothing (Gaussian is suggested) is required to reduce noise. In this case, the first term of ![C](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAOBAMAAADtZjDiAAAAMFBMVEX///9iYmKKiop0dHQWFhYEBASenp4MDAzMzMwiIiLm5uZQUFAwMDBAQEC2trYAAAADnChcAAAAAXRSTlMAQObYZgAAAGJJREFUCB1jYGDgu3NnAy8DA9fJBoa1pxkY2jcwMLB9Y+CqYQCCDww8USB6AsN7oDADwwOG+w0gmoGhFEIxfAHRXAwMYOWLGRiOg/hAte8fMDAwJTAwMFYwcJmBxN6cFgSSAIp1FofZdvvuAAAAAElFTkSuQmCC) becomes the Laplacian (single-scale) [blob detector](http://en.wikipedia.org/wiki/Blob_detection).

Smoothing also causes displacement of corners, so the authors derive an expression for the displacement of a 90 degree corner, and apply this as a correction factor to the detected corners.

The SUSAN corner detector[[edit](http://en.wikipedia.org/w/index.php?title=Corner_detection&action=edit&section=10" \o "Edit section: The SUSAN corner detector)]

SUSAN[[18]](http://en.wikipedia.org/wiki/Corner_detection" \l "cite_note-susan-18) is an acronym standing for *smallest univalue segment assimilating nucleus.* This method is the subject of a 1994 UK patent which is no longer in force.[[19]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-19)

For feature detection, SUSAN places a circular mask over the pixel to be tested (the nucleus). The region of the mask is ![M](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAOBAMAAAAyKEr9AAAAMFBMVEX///8WFhYEBAS2trZQUFCenp5iYmKKiopAQEDMzMzm5uYwMDAMDAwiIiJ0dHQAAADxJdlTAAAAAXRSTlMAQObYZgAAAItJREFUCB1jYGB4+4cBCN6fXgAkOe8DCa7+CUCSga8eSPH1gJgMbOsDGBgiT0DY/A8YGKq+g9nLeRwY2Fl/gdlVvBsYJrMogNkJHAIMDxg3QNhsCqwLQHqAJj9g/7CcIR5sPPsE5p8PGJxAwgxsDFzfDBikwezVDAxfGLj+gdjc+rsYNnD1fGxgYAAAKP8icUZmmvwAAAAASUVORK5CYII=), and a pixel in this mask is represented by ![\vec{m} \in M](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAD8AAAAQBAMAAABTi7oPAAAAMFBMVEX///9QUFAMDAxAQEAEBAR0dHQwMDCenp7m5uYWFhYiIiK2traKiopiYmLMzMwAAABUImTpAAAAAXRSTlMAQObYZgAAATdJREFUKBV1kD9LA0EUxMdcLtnkdpMUVrZiZaFYCGJhPsJV6cSzEWyCn8DsBwgkICgp/FNKGoOFhdVVkkqDhY0i2wZRoiAoavC9vbtwCE4x7zczWxwHWJno/O8Pf6faGzcbe4bc63a7x5ogrdIZJbGm404cpEdm98aQLSV1qRfTVadTsahaO8DubPIgucPVhFTZB/rfFOWdXD99roW8iHl2q2amApn/IHazdSz73ojrXEgWqV8M8DRVpXBdDrGN6EEmXukMnDb8QkCkG8AcVJu3yxeSZsJAVfOavwOYgRijUGE83yLZUvhy1ETDcHsIWUXLaMIiZytpvLGPactfcALclkIKuR6ZlYL46WGfOT9CxsemYhZH7CwHeAXeGd0AWY2Le2YMH+2Bs1DHiVj5XIxiyie/etL9Aht5TCl/RScxAAAAAElFTkSuQmCC). The nucleus is at ![\vec{m}_0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABgAAAASBAMAAACzwgOtAAAAMFBMVEX///9QUFAMDAxAQEAEBAR0dHQwMDCenp7m5uYWFhYiIiK2traKiopiYmLMzMwAAABUImTpAAAAAXRSTlMAQObYZgAAAJ1JREFUCB1jYACDBxAKQt6BcbhXrVo1vwHGY2DgmI5gM/BtQOLAmDzXeGJXvA07AOazsuQxmAVwfwBzzvEfYMhkgHIa6hkYVBl4JzA8DASaIsXA8Y+BU4BBAQgZ5jLwODD0P2ifwAC07DcDcwLDJb6jCxjWMrB/YGAKYEjk5QVxWBMYWBoYtt1mBXFggH0CwxwYm4FBA2QaDGwO3AAA8tYmr2euOKkAAAAASUVORK5CYII=). Every pixel is compared to the nucleus using the comparison function:

![
c(\vec{m}) = e^{-\left(\frac{I(\vec{m}) - I(\vec{m}_0)}{t}\right)^6}
](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALsAAAApBAMAAACfEEURAAAAMFBMVEX///8MDAyKiooiIiIwMDBQUFC2trYEBATMzMwWFhaenp50dHRiYmJAQEDm5uYAAADperq7AAAAAXRSTlMAQObYZgAAA6JJREFUSA21Vl1IFFEUPvs3+z8rBSEUMQk99bIphA8RSxBEoizJRg9RUwkR/SA9RCDEvIQvlouQUAgtZWQUNBIWtLsxkYWhwSIphG1MZPQi6JOIQnXO/OzOjLPrDOmBPfc73/nO2Tuz9+69AFtnscLW9cbOR33yFvZns+6bxxxNKMRh50iz+5fzwdmMjqPM2+3nnakrqkiyAusCnwDAJONiXdH65G95PWfHhGgaSdezn8EqZjvPStRTBmVAdPYALKgM+hihb/h5PEnIhbE3STwIAfRjmd3Qp9WGeUirDBIhCV2vlnE1xEok71bbhkSIa9VBtScyZCTycYRcmofDAiYLExCbHrv0HaI8xmgXISbA530ninJkioNXyESTSsKd65epsoTzu7oS5mYhok4XivgczKIwEOf90AHPUBRactdZUe8h7+cgCUzKQ17yZjIZGQ6DD6ALGnwwDNNwmVTXybm0Muk9As4+Kl5hW+UIpzZopF8hz5R+3inCFDwk8qCaceXvopo9I8JHCAhNbBvEeKX81xqhk15uXizCKcyifVEy7twuTa4scsT6ysEvldQUvRxaOfBejV35Hk0dkFVwrlp9WoU+6GA4gp/U2JVf1dWSCrSFQ4GyV/F/bIqLKrlRVeHMR8vl8hwAtU/83dBoUb521tikqszexNoG72zZ+uQ123SHHdtpJHFPK4YDbelattM20WDHmhZmk6bI46aU7dQq126Xuj1kxx4xkKEUBkxLS8sDGRRsyBmh7WL2SkaJjrfpAMfKsTKAwTFDwgKfWGIljPM2LPvHQIY1HCLlsCFhgQnBQlAY9tqQ3m4DWTRgSBgDM/ZL5liJAm9syHhaI9lveWjG7TbuzR9aGOdwNjmLvK8gaUwka0nVDIOClnoq9/KDuKmDs9AuMvhMfpEyX++RJRFFU+qfFLH3yTmxl5qIXYZbgCf0yCIH+yGyBBBIm+svyEyFOW9O1Y4atZQ/iwCbwguAHggk8TlK5qqWQvXlOr0YxdJaj4SEgFZRJ7ArEEba2n5NUypDqzGojR/pqf4cohv4GcJLISwKeEZIGFXfPbtKoW7zso7qjcolTRFgQ0bYgXAZ4ikYDeXoqDYZth8xEW4CH4cnextel5fAI0I5gEc1b66fqdw3zLyjiJ0r8HhPodtLUIauCWxvqQtMKmezhXUT/jCK9xqDTcHxnKGNw8VhqNgIsrjcdWMsy17n/2d8Xi32V+GmIa9QafW2gjYB/AOcVOfbWD3f+wAAAABJRU5ErkJggg==)

where ![t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAANBAMAAACX52mGAAAAJ1BMVEX///90dHQwMDDm5uZiYmIiIiJAQECenp4WFhZQUFAMDAy2trYAAABmMbAdAAAAAXRSTlMAQObYZgAAAEBJREFUCB1jYOBewMDAwNkAJDgmAAmeAgaGspi0DQwMHkAeQySIOA7E3IeBBEsDMwMDUwILAwOrQDUDA7tKAQMAIUYIf3C8lMMAAAAASUVORK5CYII=) determines the radius, and the power of the exponent has been determined empirically. This function has the appearance of a smoothed [top-hat or rectangular function](http://en.wikipedia.org/wiki/Rectangular_function). The area of the SUSAN is given by:

![
n(M) = \sum_{\vec{m}\in M} c(\vec{m})
](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJkAAAAmBAMAAAAl7iQpAAAAMFBMVEX///8MDAy2trYWFhaenp5QUFBAQEDMzMwEBATm5uYiIiJ0dHQwMDBiYmKKiooAAADb8Dx7AAAAAXRSTlMAQObYZgAAA3hJREFUSA3tVk1oFGcYfvZvZmc3MxEPQpHSpVSRomSrkpMhC0J6zB4sBE+r0RSrIaPipSW4J0VycDyICCa7lF4aaB1K6aE1dKBobrotKkirXfAgQdHUGGORZHzfnfnm+5IR83f1OXzf8z7v+7wz8/LtlwArhT+zi/DZed8vrMDiyBpDUsn+fR3wb7o9KQLSJhmQsWVNviB5xHJ+WGGdizRpo9xPinyb+LX/WPi90z6iJAQ1zm8I6Q4h0c42xgNAcwJKq+7xcpUWY8jBFdpj6H0ZSmmZatmS4+Pj3Q4ML9Jz/Bn5Z7TmD9BjSlFCkowfV1s2KjF203Ioqj3JzKyVgM83Ack6h0vRrQ4sSLZsRPUCLZ8GGq13mJntLjC1QKzK4VKcnlmqBDahZgHrH2vie+BHlsYSZVjp/4l9JyrU3fLLaqgP/sa2VoPha00gV0I+O4nDwFmum8p5OJGpEhvksJ+P66460wBDLwTjfa/TUSIbNzjmJqdp2g08am/iBsAvhIZWhJvyiH3BYQyJV47U9DmcYhs3+APcLVOG0wuMABRQN7Oadnh2uCtdCkv6FRnl6sTJxg02wyzS2Cm7Hzo9gbsZrjU9hl6b6Nu7oc+hXIiaS4Rt+2HMIVUOunUhU3RaX2rZyTkXfVzd+tLY3IyNnAvRUSDCA+qCVUXNdpChjs+RcBvgOhPGfAF7iOEoLzGkmopUs6HbbHsOzcOfehOai/Q02i+7uEmyBswCratiJ4Vx/KBKuSZ2sI0aJFxcN4FUAXkP2n3gF2r20STqRv9MhTxV1Se4VhGMd2NwosQ2apB1sP0vgE5viAuCtPZ0ZVEYBr/GxUW2niivFSJKpM1Wo5CnPwgJfZTAItukUNXrhLStka6Q4+IRf0tRuYWQrEj9saSApwYhj47H13wsBBRbm9BoV29v01ESgqYOfkz45PEB3xMS7YrtniIvS2/5AqVla5cv4DcLsHzt+wo5AUvSdbOegf5y0MQ8Q7/0eXGS19r4Ch3C4YEjML4CRotr7aL48l9SYG2jX174nkpuFXT024mDE2VsYYuZdZKJ0irMsVL3QyzQnedxwkwVLtViFasRLlf1DekiOgdobmOaW3q4GnOs1qrnK9o9VDgxZe7jP+frgNZoa2ZH8ZRbNNI7wf8RrR05O+XkfobWBC6O6N6WWTot68cTmtu78AYBe94OYGib7QAAAABJRU5ErkJggg==)

If ![c](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAJBAMAAAASvxsjAAAALVBMVEX///+KiooiIiIwMDBQUFC2trYEBATMzMwWFhaenp50dHRiYmJAQEDm5uYAAABJEhdbAAAAAXRSTlMAQObYZgAAADlJREFUCB1jYOA9vYqBgWHGhbIABt6nDCUMDMwNQD4D3wYQWTcBRN4rYGAtYGASYIhmYOA9tTqAAQBIeAtoDFYrbwAAAABJRU5ErkJggg==) is the rectangular function, then ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAJBAMAAAD0ltBnAAAAMFBMVEX///8MDAwWFhYiIiLMzMyenp5QUFC2trZAQEAEBATm5uZ0dHQwMDBiYmKKiooAAAAzevxMAAAAAXRSTlMAQObYZgAAAERJREFUCB1j4LvDt/sUAwM3ZzvDMQaGkPUPGMwYGBjiGRjmAalkBpZfQEqXgU0BSH1nYNxwgYH1AwO/1wYG7gYGtrsMANfkDo13AqZFAAAAAElFTkSuQmCC) is the number of pixels in the mask which are within ![t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAANBAMAAACX52mGAAAAJ1BMVEX///90dHQwMDDm5uZiYmIiIiJAQECenp4WFhZQUFAMDAy2trYAAABmMbAdAAAAAXRSTlMAQObYZgAAAEBJREFUCB1jYOBewMDAwNkAJDgmAAmeAgaGspi0DQwMHkAeQySIOA7E3IeBBEsDMwMDUwILAwOrQDUDA7tKAQMAIUYIf3C8lMMAAAAASUVORK5CYII=) of the nucleus. The response of the SUSAN operator is given by:

![
R(M) =     \begin{cases}
               g - n(M) & \mbox{if}\ n(M) < g\\
               0        & \mbox{otherwise,}
           \end{cases}
](data:image/png;base64,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)

where ![g](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAANBAMAAABiGeI2AAAAMFBMVEX///8WFhZQUFDMzMxAQEAEBASKiooMDAzm5uYwMDC2trYiIiKenp5iYmJ0dHQAAACBkL3qAAAAAXRSTlMAQObYZgAAAFJJREFUCB1jYGB4d2cXAwPnBd4fDAzPGdgKGBhiGVgcGLg+M7A/YOD7wNBvwMBXwJDKwMAcwFzJwMCQdE8OSDJw/AJisPL7DO0HGBiOvPNiYAAA+6gStHtD+9wAAAAASUVORK5CYII=) is named the `geometric threshold'. In other words the SUSAN operator only has a positive score if the area is small enough. The smallest SUSAN locally can be found using non-maximal suppression, and this is the complete SUSAN operator.

The value ![t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAANBAMAAACX52mGAAAAJ1BMVEX///90dHQwMDDm5uZiYmIiIiJAQECenp4WFhZQUFAMDAy2trYAAABmMbAdAAAAAXRSTlMAQObYZgAAAEBJREFUCB1jYOBewMDAwNkAJDgmAAmeAgaGspi0DQwMHkAeQySIOA7E3IeBBEsDMwMDUwILAwOrQDUDA7tKAQMAIUYIf3C8lMMAAAAASUVORK5CYII=) determines how similar points have to be to the nucleus before they are considered to be part of the univalue segment. The value of ![g](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAANBAMAAABiGeI2AAAAMFBMVEX///8WFhZQUFDMzMxAQEAEBASKiooMDAzm5uYwMDC2trYiIiKenp5iYmJ0dHQAAACBkL3qAAAAAXRSTlMAQObYZgAAAFJJREFUCB1jYGB4d2cXAwPnBd4fDAzPGdgKGBhiGVgcGLg+M7A/YOD7wNBvwMBXwJDKwMAcwFzJwMCQdE8OSDJw/AJisPL7DO0HGBiOvPNiYAAA+6gStHtD+9wAAAAASUVORK5CYII=) determines the minimum size of the univalue segment. If ![g](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAANBAMAAABiGeI2AAAAMFBMVEX///8WFhZQUFDMzMxAQEAEBASKiooMDAzm5uYwMDC2trYiIiKenp5iYmJ0dHQAAACBkL3qAAAAAXRSTlMAQObYZgAAAFJJREFUCB1jYGB4d2cXAwPnBd4fDAzPGdgKGBhiGVgcGLg+M7A/YOD7wNBvwMBXwJDKwMAcwFzJwMCQdE8OSDJw/AJisPL7DO0HGBiOvPNiYAAA+6gStHtD+9wAAAAASUVORK5CYII=) is large enough, then this becomes an [edge detector](http://en.wikipedia.org/wiki/Edge_detection).

For corner detection, two further steps are used. Firstly, the [centroid](http://en.wikipedia.org/wiki/Centroid) of the SUSAN is found. A proper corner will have the centroid far from the nucleus. The second step insists that all points on the line from the nucleus through the centroid out to the edge of the mask are in the SUSAN.

The Trajkovic and Hedley corner detector[[edit](http://en.wikipedia.org/w/index.php?title=Corner_detection&action=edit&section=11" \o "Edit section: The Trajkovic and Hedley corner detector)]

In a manner similar to SUSAN, this detector[[20]](http://en.wikipedia.org/wiki/Corner_detection" \l "cite_note-hedley-20) directly tests whether a patch under a pixel is self-similar by examining nearby pixels. ![\vec{c}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAPBAMAAAAizzN6AAAAJ1BMVEX///9QUFB0dHRAQECenp7m5uYWFhYiIiK2traKiopiYmLMzMwAAAD9ixFqAAAAAXRSTlMAQObYZgAAAFFJREFUCB1jYAACbhDBwMA1gYGhvby87CiYF+YApnaASTDBbaUEot0CehyAek4zbARy2AtAQgwxCmCqpwFMxWxg4N4AlJvA0AXks1ppOTAwAACcNA2E6FG+FQAAAABJRU5ErkJggg==) is the pixel to be considered, and ![\vec{p} \in P](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADIAAAATBAMAAAAg4UMRAAAAMFBMVEX///9AQEAwMDAMDAwEBARQUFB0dHSenp7m5uYWFhYiIiK2traKiopiYmLMzMwAAACCtd7KAAAAAXRSTlMAQObYZgAAAQNJREFUGBljYAABPjCJjeA9gCzKu95QcNUGoMiuVatW/kCWYdh/gIHnN0SkswBF5n4DA8MniMhrEMWjOXMqhLsYSP2CMEEk30SQ0WDgyMDA/peBoXbFsTAQvxkuwfeNgYFrAgPDhVkNLA+AMjogaTBg+8fAIdXAwL3Bh4HzAlDEACrOwMD0925oAQMDB98PBhagDPe6d+/evQDLsiyAKGIzYHh/AChjpKSkpAYWeg8yAgiYBBjyQfQCEAEG+RsgNMsBhrkgljaECyRVoKz3CWwLQMzOByASBLwgFEPysVgwi2/uA4iI1Gc5CEMRQiGHDlTEBiaDTnP8QxeB8U9+AnoXGwAA2V09uKaRPD4AAAAASUVORK5CYII=) is point on a circle ![P](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAOBAMAAAACpFvcAAAAMFBMVEX///8WFhZQUFCenp4EBATm5uZiYmLMzMyKioq2trYwMDBAQEAMDAwiIiJ0dHQAAAB9auBqAAAAAXRSTlMAQObYZgAAAF9JREFUCB1jYGB4+2f3rpsMQMD5g4HhfQGQwfaVgYF/A5DBe4CBIX4BkMEC5Nk3ABn1DxgY7gJpkMKopSDG+rSkTBDN4AsmGRjYv0EZfD+hDC4HKIPlAoTBLe8dAGIBAAL3Fj/u4uisAAAAAElFTkSuQmCC) centered around ![\vec{c}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAPBAMAAAAizzN6AAAAJ1BMVEX///9QUFB0dHRAQECenp7m5uYWFhYiIiK2traKiopiYmLMzMwAAAD9ixFqAAAAAXRSTlMAQObYZgAAAFFJREFUCB1jYAACbhDBwMA1gYGhvby87CiYF+YApnaASTDBbaUEot0CehyAek4zbARy2AtAQgwxCmCqpwFMxWxg4N4AlJvA0AXks1ppOTAwAACcNA2E6FG+FQAAAABJRU5ErkJggg==). The point ![\vec{p'}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAYBAMAAADXK7paAAAAMFBMVEX///9AQEAwMDAMDAwEBARQUFB0dHSenp7m5uYWFhYiIiK2traKiopiYmLMzMwAAACCtd7KAAAAAXRSTlMAQObYZgAAAIdJREFUCB1jYACDBxCKgeEOiMG9atWq+Q0QIY7pEJqBbwOUgaDYH0DZLAFQxn6YSBRUgMEcyKhdcSyMzwDIuDCrgeVZAtCCDT4MnLeBAhx8PxhYLgAZDGwGDO8PgBhMAgz5IJqB5QDDXDDjfQLbAjAj+VgsmGZQhFAMDDZQBsc/KOPkpwIwCwAiQh39XG/kRQAAAABJRU5ErkJggg==) is the point opposite to ![\vec{p}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAATBAMAAABSLiGnAAAAMFBMVEX///9AQEAMDAwEBARiYmJQUFAwMDCenp6Kiorm5uYWFhYiIiK2trZ0dHTMzMwAAABsy9L/AAAAAXRSTlMAQObYZgAAAGtJREFUCB1jYAABPjDJwMB7Acg4vXv3rp8QAa4GCP0GQoHJ2oTeCBDDYfUD5gdArQcsGJhA2vh+MvA7AGleBYb3BUCaTYDBGUgxMDcw6ILo9w4sCSD6UsldEMWQCCYZIJJA7f8g/K5vB0AMADi/GBnBNH+8AAAAAElFTkSuQmCC) along the diameter.

The response function is defined as:

![
  r(\vec{c}) = \min_{\vec{p} \in P}\quad (I(\vec{p}) - I(\vec{c}))^2 + (I(\vec{p'}) - I(\vec{c})) ^2
](data:image/png;base64,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)

This will be large when there is no direction in which the centre pixel is similar to two nearby pixels along a diameter. ![P](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAOBAMAAAACpFvcAAAAMFBMVEX///8WFhZQUFCenp4EBATm5uZiYmLMzMyKioq2trYwMDBAQEAMDAwiIiJ0dHQAAAB9auBqAAAAAXRSTlMAQObYZgAAAF9JREFUCB1jYGB4+2f3rpsMQMD5g4HhfQGQwfaVgYF/A5DBe4CBIX4BkMEC5Nk3ABn1DxgY7gJpkMKopSDG+rSkTBDN4AsmGRjYv0EZfD+hDC4HKIPlAoTBLe8dAGIBAAL3Fj/u4uisAAAAAElFTkSuQmCC) is a discretised circle (a [Bresenham circle](http://en.wikipedia.org/wiki/Midpoint_circle_algorithm" \o "Midpoint circle algorithm)), so [interpolation](http://en.wikipedia.org/wiki/Interpolation) is used for intermediate diameters to give a more isotropic response. Since any computation gives an upper bound on the ![\min](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACAAAAAPBAMAAAB3rtAkAAAAMFBMVEX///9QUFCenp4MDAxAQEAwMDDMzMzm5uYiIiJiYmJ0dHSKiooEBAQWFha2trYAAAAHBCYaAAAAAXRSTlMAQObYZgAAAHRJREFUCB1jYIACpnMwFpTms0MTIMxlU4OqeXt614yyVdEMqb/47uxeGQ4UPZLAGs3wvoDhFAOPG0MIUMCUgfM7Q/0DBisG5gCGyUABSwbOAwz8CiCBCTABAzIFLKFmPPksIPz1UfzNp3/m+Rsy2vtBnYegAPPzJQMbhFNqAAAAAElFTkSuQmCC), the horizontal and vertical directions are checked first to see if it is worth proceeding with the complete computation of ![c](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAJBAMAAAASvxsjAAAALVBMVEX///+KiooiIiIwMDBQUFC2trYEBATMzMwWFhaenp50dHRiYmJAQEDm5uYAAABJEhdbAAAAAXRSTlMAQObYZgAAADlJREFUCB1jYOA9vYqBgWHGhbIABt6nDCUMDMwNQD4D3wYQWTcBRN4rYGAtYGASYIhmYOA9tTqAAQBIeAtoDFYrbwAAAABJRU5ErkJggg==).

AST-based feature detectors[[edit](http://en.wikipedia.org/w/index.php?title=Corner_detection&action=edit&section=12" \o "Edit section: AST-based feature detectors)]

AST is an acronym standing for *accelerated segment test.* This test is a relaxed version of the SUSAN corner criterion. Instead of evaluating the circular disc only the pixels in a [Bresenham circle](http://en.wikipedia.org/wiki/Midpoint_circle_algorithm" \o "Midpoint circle algorithm) of radius ![r](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAJBAMAAAASvxsjAAAALVBMVEX///+2trYWFhYiIiJQUFCenp7m5uYEBARiYmLMzMxAQEAwMDB0dHSKiooAAABuMyjQAAAAAXRSTlMAQObYZgAAADBJREFUCB1j4D3Nc2oCAwf7trwLDJF5AZwMDAxxQMzA4AwmNcDkQxDJ+gBE8mwAEgAoZAitSnN6dwAAAABJRU5ErkJggg==) around the candidate point are considered. If ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAJBAMAAAD0ltBnAAAAMFBMVEX///8MDAwWFhYiIiLMzMyenp5QUFC2trZAQEAEBATm5uZ0dHQwMDBiYmKKiooAAAAzevxMAAAAAXRSTlMAQObYZgAAAERJREFUCB1j4LvDt/sUAwM3ZzvDMQaGkPUPGMwYGBjiGRjmAalkBpZfQEqXgU0BSH1nYNxwgYH1AwO/1wYG7gYGtrsMANfkDo13AqZFAAAAAElFTkSuQmCC) contiguous pixels are all brighter than the nucleus by at least ![t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAANBAMAAACX52mGAAAAJ1BMVEX///90dHQwMDDm5uZiYmIiIiJAQECenp4WFhZQUFAMDAy2trYAAABmMbAdAAAAAXRSTlMAQObYZgAAAEBJREFUCB1jYOBewMDAwNkAJDgmAAmeAgaGspi0DQwMHkAeQySIOA7E3IeBBEsDMwMDUwILAwOrQDUDA7tKAQMAIUYIf3C8lMMAAAAASUVORK5CYII=) or all darker than the nucleus by ![t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAANBAMAAACX52mGAAAAJ1BMVEX///90dHQwMDDm5uZiYmIiIiJAQECenp4WFhZQUFAMDAy2trYAAABmMbAdAAAAAXRSTlMAQObYZgAAAEBJREFUCB1jYOBewMDAwNkAJDgmAAmeAgaGspi0DQwMHkAeQySIOA7E3IeBBEsDMwMDUwILAwOrQDUDA7tKAQMAIUYIf3C8lMMAAAAASUVORK5CYII=), then the pixel under the nucleus is considered to be a feature. This test is reported to produce very stable features.[[21]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-fast-21) The choice of the order in which the pixels are tested is a so-called [Twenty Questions problem](http://en.wikipedia.org/wiki/Twenty_Questions). Building short decision trees for this problem results in the most computationally efficient feature detectors available.

The first corner detection algorithm based on the AST is FAST ([features from accelerated segment test](http://en.wikipedia.org/wiki/Features_from_accelerated_segment_test)).[[21]](http://en.wikipedia.org/wiki/Corner_detection#cite_note-fast-21) Although ![r](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAJBAMAAAASvxsjAAAALVBMVEX///+2trYWFhYiIiJQUFCenp7m5uYEBARiYmLMzMxAQEAwMDB0dHSKiooAAABuMyjQAAAAAXRSTlMAQObYZgAAADBJREFUCB1j4D3Nc2oCAwf7trwLDJF5AZwMDAxxQMzA4AwmNcDkQxDJ+gBE8mwAEgAoZAitSnN6dwAAAABJRU5ErkJggg==) can in principle take any value, FAST uses only a value of 3 (corresponding to a circle of 16 pixels circumference), and tests show that the best results are achieved with ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAJBAMAAAD0ltBnAAAAMFBMVEX///8MDAwWFhYiIiLMzMyenp5QUFC2trZAQEAEBATm5uZ0dHQwMDBiYmKKiooAAAAzevxMAAAAAXRSTlMAQObYZgAAAERJREFUCB1j4LvDt/sUAwM3ZzvDMQaGkPUPGMwYGBjiGRjmAalkBpZfQEqXgU0BSH1nYNxwgYH1AwO/1wYG7gYGtrsMANfkDo13AqZFAAAAAElFTkSuQmCC) being 9. This value of ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAJBAMAAAD0ltBnAAAAMFBMVEX///8MDAwWFhYiIiLMzMyenp5QUFC2trZAQEAEBATm5uZ0dHQwMDBiYmKKiooAAAAzevxMAAAAAXRSTlMAQObYZgAAAERJREFUCB1j4LvDt/sUAwM3ZzvDMQaGkPUPGMwYGBjiGRjmAalkBpZfQEqXgU0BSH1nYNxwgYH1AwO/1wYG7gYGtrsMANfkDo13AqZFAAAAAElFTkSuQmCC) is the lowest one at which edges are not detected. The order in which pixels are tested is determined by the [ID3 algorithm](http://en.wikipedia.org/wiki/ID3_algorithm) from a training set of images. Confusingly, the name of the detector is somewhat similar to the name of the paper describing Trajkovic and Hedley's detector.

Automatic synthesis of detectors[[edit](http://en.wikipedia.org/w/index.php?title=Corner_detection&action=edit&section=13" \o "Edit section: Automatic synthesis of detectors)]

Trujillo and Olague[[22]](http://en.wikipedia.org/wiki/Corner_detection" \l "cite_note-geneticprogramming-22) introduced a method by which [genetic programming](http://en.wikipedia.org/wiki/Genetic_programming) is used to automatically synthesize image operators that can detect interest points. The terminal and function sets contain primitive operations that are common in many previously proposed man-made designs.[Fitness](http://en.wikipedia.org/wiki/Fitness_function) measures the stability of each operator through the repeatability rate, and promotes a uniform dispersion of detected points across the image plane. The performance of the evolved operators has been confirmed experimentally using training and testing sequences of progressively transformed images. Hence, the proposed GP algorithm is considered to be human-competitive for the problem of interest point detection.
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